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Abstract

Mgr. Jan Komadel: Optimization in financial mathematics [Dissertation thesis] Come-
nius University in Bratislava, Faculty of Mathematics, Physics and Informatics, De-
partment of Applied Mathematics and Statistics, supervisor: doc. Ing. Ale§ Cerny,
PhD., Bratislava, 2018

This dissertation thesis focuses on two applications of optimization in financial
mathematics. The first application is in optimal liquidation in presence of an ad-
verse temporary price impact. The novel aspect of our formulation of the problem
is that we give the pressure to liquidate endogenously and we use a stochastic time
horizon. This leads to a severely singular initial value problem for which standard
numerical methods fail. We propose a procedure to overcome the singularity by
solving related finite horizon boundary value problems obtained by introducing a
time dimension into the time-homogenous problem. The convergence of the solu-
tions of the finite horizon problems to the solution of the original problem is ana-
lyzed analytically and, subsequently, confirmed numerically. We find that the model

is consistent with the square root law known from empirical literature.

The second examined application of optimization in financial mathematics is
quadratic hedging of options. We focus on studying the mean squared hedging
error (MSHE) of a discretely implemented delta hedging strategy for an arithmetic
Asian option. We heuristically derive an approximation of the MSHE which is con-
sistent with known approximations for European options. We propose a method of
evaluating the approximation by solving a system of two partial differential equa-
tions and use this method to numerically confirm that the approximation produces

reasonable estimates of the MSHE.

Keywords: optimal liquidation, singular boundary value problem, quadratic hedg-

ing, delta hedging, Asian options



Abstrakt

Mgr. Jan Komadel: Optimalizicia vo financnej matematike [Dizerta¢na préca] Univer-
zita Komenského v Bratislave, Fakulta matematiky, fyziky a informatiky, Katedra
aplikovanej matematiky a $tatistiky, $kolitel: doc. Ing. Ale$ Cerny, PhD., Bratislava,
2018

Této dizerta¢nd praca je zamerand na dve aplikdcie optimalizacie vo finan¢nej
matematike. Prvé aplikdcia je pri optimadlnej likvidacii s nepriaznivym docasnym
dopadom na cenu. Novinkou v nasej formulécii je, Ze tlak na predaj zaddvame en-
dogénne a pouzivame stochasticky ¢asovy horizont. To vedie k prudko singuldrnej
pociatocnej tlohe, pre ktort Standardné numerické met6dy zlyhavaja. Navrhujeme
postup, ako si s touto singularitou poradit’ rieSenim pribuznych okrajovych tloh
na kone¢nom c¢asovom horizonte, ktoré ziskame zavedenim ¢asového rozmeru do
inak ¢asovo-homogénneho problému. Konvergenciu rieSeni tiloh na kone¢nom ho-
rizonte k rieSeniu povodnej tlohy skiimame analyticky a ndsledne ju potvrdime nu-
mericky. Zistime, Ze n4$ model je konzistentny s odmocninovym zdkonom zndmym

z empirickej literattry.

Druhou skiimanou aplikdciou optimalizécie vo finan¢nej matematike je kvadra-
tické zaist'ovanie opcii. Zameriame sa na o¢akdvanu kvadraticki chybu zaistenia
pre diskrétne uplatnené delta zaistenie v pripade aritmetickej azijskej opcie. He-
uristicky odvodime pre tito o¢akdavant kvadraticktt chybu aproximéciu, ktord je
konzistentnd so zndmymi aproximdciami pre eurépske opcie. Navrhneme met6édu
vycislenia nasej aproximadcie rieSenim systému dvoch parcidlnych diferencialnych
rovnic a nasledne ttato metédu pouZijeme pri numerickom potvrdeni toho, Ze nasa

aproximécia ddva rozumné odhady kvadratickej zaist'ovacej chyby.

KI'acové slova: optimdlna likvidacia, singuldrna okrajova tloha, kvadratické zais-

tenie, delta zaistenie, 4zijské opcie
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Introduction

In finance, it is often one’s aim to find an optimal strategy of execution. Common
objectives include maximizing revenue, profit, or utility in a broader sense, and
minimizing risk. Naturally, mathematical optimization is a key instrument in find-
ing the optimal strategy. We study two applications of optimization in finance. The
tirst one is the optimal liquidation problem where the investor aims to maximize the
expected revenue from selling a certain amount of an asset while the received price
at each time is adversely affected by the amount sold at this time. The other appli-
cation is option hedging in an incomplete market where the mean squared hedging

error is analyzed.

This dissertation thesis is divided into eight chapters. The first chapter provides
an introduction to the theory of stochastic calculus. We define a stochastic process
and we mention important classes such as cadlag, predictable, optional, and finite
variation processes as well as martingales. Then we introduce Itd’s integral and
stochastic differential equations and we explain the fundamentals of Ito calculus.

Finally, we formulate Girsanov’s theorem which is used to change measure.

The remainder of the work consists of two parts, Part I containing Chapters 2-4
and being devoted to optimal liquidation and Part II containing Chapters 5-8 and
dealing with quadratic hedging. Each of the two parts includes a more detailed

introduction so we only mention the contents briefly at this point.

In Chapter 2 we present the studied optimal liquidation problem and the cor-
responding severely singular ordinary differential equation. Then we propose a
method of solving the severely singular ODE and, as we show, thus also the opti-

mal liquidation problem. The method involves solving a related boundary value

10



Introduction

problem for a parabolic partial differential equation. In Chapter 3 we solve the op-
timal liquidation problem numerically and we analyze the results. In particular, we
show that our proposed method is capable of solving the severely singular bound-
ary value problem for which standard methods, such as the Matlab routine bvp5c,
fail. Moreover, we find that our results agree with the square root law known from

empirical studies. Chapter 4 concludes Part I.

Chapter 5 introduces the reader to options and their pricing using partial dif-
ferential equations. We derive a PDE for the arithmetic Asian option price and we
reduce the dimension in line with [54] in the next chapter. In Chapter 6 give a brief
overview of relevant results from quadratic hedging literature and we focus on the
mean squared hedging error of a discretely implemented strategy. We heuristically
derive an approximation of this error which we apply to discrete delta hedging of
Asian options. Then we propose a method of estimating this approximation by
solving a system of two partial differential equations which we numerically solve
in Chapter 7. We also verify the obtained MSHE approximation by comparing it to
simulated actual MSHE. Chapter 8 concludes Part II.

11



Chapter 1

Stochastic calculus

In this chapter we provide a short overview of the stochastic calculus theory. We
start by defining basic terms and introducing martingales. Then we present Ito cal-
culus and we conclude this chapter with change of measure and Girsanov’s the-
orem. For more detailed information we refer the reader to the monographs by
Oksendal [39], Revuz and Yor [44], Shreve [47], Protter [42], He, Wang and Yan [23],
or Mikosch [38].

We start by defining a stochastic process, the central concept of stochastic calculus,

as it is defined in [39, Definition 2.1.4].

Definition 1.1 (Stochastic process). A stochastic process is a parametrized collection of

random variables
{X 3 }t20

defined on a probability space (2, F, P) and assuming values in R.

The index ¢ denotes time and we assume it to take values in R, . Alternatively, X;
is sometimes defined on an interval t € [a,b], a < b € R, or for ¢ from a discrete set
of indices. The process X;(w) can be thought of as a function of two variables (¢, w)
from R x 2 into R. For any fixed time ¢ > 0 one has a random variable mapping ¢}
into R

w— Xi(w)

12



1. Stochastic calculus

and for a fixed w € ) one has a function from R, into R
t— Xt (C{))

which is called a path of the process X;.

Definition 1.2 (Filtration). A filtration on (Q, F) is a family F = {F;}:>o of nested o-
algebras F, C F, i.e.
0<s<t=F;CF.

Every o-algebra F; of the filtration represents information available at time ¢. The

non-decreasingness of the filtration ensures that no information is lost over time.

We say that a process { X}, is adapted to the filtration {7} if for all t the random

variable X, is F;-measurable.

We will work with the natural filtration (cf. [42, p. 16]) generated by a standard
Brownian motion W (see Definition 1.3 below). It is denoted by {F}"} and defined

by
FV =a(W,:s<t)

so at time ¢ it only contains the information about the path of the Brownian motion
up to time ¢. The natural filtration {F}"} is the smallest filtration with respect to
which W is adapted.

We assume that the filtered probability space (€2, F, { F: }+>0, P) satisfies the usual
conditions or the usual hypotheses (cf. [23, Definition 2.63] or [42, p. 3]), ie. itis
complete (Fy contains all zero probability sets with all their subsets, which are also
null sets) and right-continuous (F; = N,>;F;s). Note that the non-decreasingness
of filtration implies that every F; contains all P-null sets as well. Throughout this
work, we will understand natural filtration satisfying the usual conditions when

talking about filtration or under {F,}.

Process X is called cadlag if all its paths are right-continuous and with left limits.
Right-continuity means that for every ¢ > 0 one has lim\ ; X; = X;. Left limits mean
that for every ¢ > 0 the limit X, := lim, ~ X, exists. The word cadlag is an acronym
of the French expression for “right-continuous, left limits,” continue a droite, limite a

gauche.

13



1. Stochastic calculus

Denote P the o-algebra on R, x (2 generated by all left-continuous adapted pro-
cesses. P is called the predictable o-algebra. We say that process X is predictable if it is

P-measurable as a mapping from R, x Q to R.

Similarly, the o-algebra on R, x () generated by all cadlag adapted processes is
called the optional o-algebra and denoted by O. A stochastic process is optional if it is

O-measurable.

For a cadlag adapted process X, the left limit process X_ := {X;_} is predictable
(cf. [23, p. 87]).

Process X is said to be measurable, if X;(w), as a function of (¢,w), is B(R,;) ® F-
measurable, where B(RR. ) denotes the Borel o-algebra on R.,.. The product o-algebra

M =B(R;)® F on Ry x Qis called the measurable o-algebra.

A stochastic process X is called progressively measurable or progressive if, for every
t > 0, X restricted on [0,¢] x € is measurable with respect to B([0,¢]) ® F;. The
smallest o-algebra on R, x {2 which makes all progressive processes measurable is

the progressive o-algebra A.

Every progressively measurable process is measurable and adapted. Conversely,
every adapted process with right- or left-continuous paths is progressively measur-
able (cf. [44, Proposition 4.8]). In general, one has (cf. [42, p. 103])

PcOcCACM.

Processes X and Y are modifications or versions of each other if for every ¢ > 0,
X; =Y, as.. They are indistinguishable if almost all their sample paths agree, i.e. if

for almost all w € 2 one has X;(w) = Y;(w) for all ¢t > 0.

If X and Y are modifications of each other, then for each ¢ > 0 there is a null set
N, such that for all w ¢ N; on has X;(w) = Y;(w). These null sets depend on ¢t and
the union U;>¢ N, does not need to be a null set. If X and Y are indistinguishable,
however, there is a single null set N such that if w ¢ N, then X;(w) = Y}(w) for
all t > 0. Clearly, indistinguishability is a stronger concept and indistinguishable
processes are also modifications of each other. The opposite is not true in general but
if X and Y are modifications of each other and their paths are a.s. right-continuous,

then X and Y are indistinguishable (cf. [42, Theorem 1.2]).

14



1. Stochastic calculus

If all paths of a process X are nonnegative, increasing, right-continuous func-
tions, we say that X is increasing. If a process is the difference of two increasing

processes, it is called a process with finite variation (or, shortly, an FV process).

Next, we define a very important process in stochastic calculus — standard Brow-

nian motion, in line with [32, Definition II.1.1].

Definition 1.3 (Standard Brownian motion). Standard Brownian motion is a contin-
uous, adapted stochastic process {W,},., with the properties that Wy = 0 a.s. and for
0 < s < t, the increment W, — W is independent of F, and is normally distributed with

mean zero and variance t — s.

Brownian motion is named after Robert Brown, a 19t century Scottish botanist,
who first observed and described the chaotic movement of pollen grains in water.
Standard Brownian motion is also called the Wiener process after the American math-

ematician Norbert Wiener who came up with a mathematical model describing it.

We will use the name Brownian motion for a process X of the form
Xy = ut + oW, (1.1)
whose distribution is X; ~ N (ut, o%t). A geometric Brownian motion is defined as
Sy = Spet = SyetttoWe, (1.2)

where X is a Brownian motion. Since the logarithm of S is a Brownian motion,
which has normal distribution, geometric Brownian motion is said to have lognor-
mal distribution. Sometimes, authors use the name arithmetic Brownian motion for

Brownian motion X, to distinguish it from geometric Brownian motion ;.

Panel (a) of Figure 1.1 shows five randomly generated sample paths of a standard
Brownian motion W;. The corresponding paths of the (arithmetic) Brownian motion
X; = 0.5t + 0.3W; and the geometric Brownian motion S; = e*, respectively, are

shown in panels (b) and (c) of the same figure.

Figure 1.2 shows 10 000 randomly generated paths of the same processes together
with their means. Observe the zero mean of the standard Brownian motion E[W;| =
0, the linear mean of the (arithmetic) Brownian motion E[X;] = ut = 0.5¢ and the

exponential mean of the geometric Brownian motion £[S,] = elit3o?)t — o(05+508%)t

15



1.1. Martingale theory 1. Stochastic calculus
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Figure 1.1: Five randomly generated paths of a standard Brownian motion and the
corresponding paths of arithmetic and geometric Brownian motions.
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Figure 1.2: 10 000 randomly generated paths of a standard Brownian motion and
the corresponding paths of arithmetic and geometric Brownian motions. The solid
black lines show the means.

1.1 Martingale theory

The following definition of a martingale is adapted form [39, Definition 3.2.2].

Definition 1.4 (Martingale). A process {M,},, on (2, F, P) is called a martingale with
respect to a filtration {F; }i>o if

(a) M, is adapted to {Fi}>o,
(b) E (|M;|) < oo forallt,
(c) Es(My) = M; forall s <t.
The notation E,(M;) in part (c) of Definition 1.4 means the expected value condi-
tional on the information available at time s, i.e. Es(M;) := E(M;|F;). The martin-

gale property says the expectation of any future value M, is the current value M, at

any time s before time ¢. In other words, the process M does not change on average.

If we change the (c) property in Definition 1.4 to the inequality E,(M;) > M, we

16



1.1. Martingale theory 1. Stochastic calculus

get a definition of a submartingale. Similarly, a supermartingale is defined by changing
the (c) property in Definition 1.4 to the inequality E (M;) < M,. A submartingale
may have a tendency to rise on average while a supermartingale may have a ten-

dency to fall. A martingale is both a submartingale and a supermartingale.

If X is a supermartingale, then the function t — E(X}) is right-continuous if
and only if X has a cadlag modification (cf. [42, Theorem 1.9]). As mention ear-
lier, modifications which are right-continuous are indistinguishable so the cadlag
modification is unique up to indistinguishability. If X is a martingale, ¢ — E(X,)
is constant and it follows that every martingale has a cadlag modification. For this
reason martingales can be assumed to be cadlag, meaning that one always works

with the cadlag version.

A stopping time is a random variable 7 for which the event 7 < ¢ is F;-measu-
rable for every ¢. In other words, we can tell, based on the information available
at time ¢, whether 7 has already occurred or not. For an adapted process X and a

stopping time 7 we define the stopped process X as
XtT = Xinr,

where t A 7 = min{t, 7}.

A collection of random variables H is uniformly integrable if for each ¢ > 0 there is

a constant K € R such that
sup E(|[V[1ysk) <e.
VeH

Similarly, a process { X;}, is uniformly integrable if for each ¢ > 0 there is a constant
K € Rsuch that forall¢ >0

E(’Xt|1\xt\>K) <E.

Definition 1.5 (Local martingale). An adapted, cadlag process { X}, is a local martin-

gale if there is an increasing sequence of stopping times {7, }>>, such that

lim 7, = o0
n—oo

and for each n the stopped process X™ is a uniformly integrable martingale.

17



1.1. Martingale theory 1. Stochastic calculus

Every martingale is a local martingale but, in general, not every local martingale

is a martingale (cf. [42, p. 37]).

Definition 1.6 (Semimartingale). A process { X}, is called a semimartingale if it can
be decomposed as

Xy = M, + Ay,

where M, is a local martingale and A, is a cadlag adapted process with finite variation.

A semimartingale is an adapted cadlag process and the class of semimartingales

includes Brownian motion as well as all submartingales and supermartingales.

If X is a bounded, measurable process, there exists a unique optional process °X,

also bounded, such that for any stopping time 7 one has
E [X‘r]-7'<oo] = E[OXT]-T<OO] .

The process °X is called the optional projection of X (cf. [42, p. 367]).

A measurable process X is said to be of class (D) if the set of random variables

{X; : 7 < 0o is a stopping time } is uniformly integrable.

Theorem 1.7 (Doob-Meyer decomposition). Let X be a right-continuous supermartin-
gale of class (D). Then X can be uniquely decomposed as X = M — A, where M is a
uniformly integrable martingale and A is a predictable, integrable, increasing process with

Ay =0.

This theorem can be found in [23, Theorem 5.48]. The Doob-Meyer decompo-
sition in Theorem 1.7 may seem similar to the Definition 1.6 of a semimartingale
but note that the process M is only a local martingale in Definition 1.6 while it is a
uniformly integrable martingale in the Doob-Meyer decomposition. Moreover, the
process A is a cadlag adapted process with finite variation in Definition 1.6 while it

is a predictable, integrable, increasing process in Theorem 1.7.

18



1.2. Ito calculus 1. Stochastic calculus

1.2 Ito calculus

The integral with respect to a smooth function f is defined as

[ st = [ s

In finance, one often encounters integrals where the integrator is not smooth. In

particular, integrals with respect to standard Brownian motion W

t
/ pudV, (1.3)
0

are common. The problem is that the paths of W are not differentiable with proba-

bility 1 and so the classical approach fails and one has to proceed differently.

The integral (1.3) is in fact called an Ito integral and it is defined as the limit

t n
wWdWy = i (W =W, 14
/0\ SO HIHm_)O;gptkl ( tr tkfl) ( )
where II = {0 = ¢, < t; < --- < t, = t} is a partition of the interval [0,¢] and

||| = max,—y__,t; —tj—1. The Ito integral is properly constructed for example in

.....

Shreve [47, Chapter 4] or in Mikosch [38, Chapter 2].

The It0 integral (1.4) is defined for adapted processes ¢ such that

t
E ( / goidu) < 00.
0
The next theorem adopted from Shreve [47, Theorem 4.3.1] lists properties of the Ito

integral.

Theorem 1.8 (Properties of the Itd integral). The Ito integral fot 0, dW,, defined by (1.4)

has following properties.
(a) (Continuity) As a function of the upper limit t, the paths of fg 0, dW,, are continuous.

(b) (Adaptivity) For each t, f(f 0, dW, is Fy-measurable.
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1.2. Ito calculus 1. Stochastic calculus

(c) (Linearity) For every a,b € R, one has
t t t
/ a o, dW, + / b, dW, = / ap, + by, dW,.
0 0 0
(d) (Martingale) fot 0, dW,, is a martingale.

([ )] -o[ [ ]

We define an It process X as an adapted process that can be written as

(e) (Ito isometry)
2

E

¢ ¢
X, =Xo+ / p(u, Xy, )du + / o(u, X, )dW,. (1.5)
0 0

An Itd process is the sum of a nonrandom initial value X, a Riemann integral, and

an It stochastic integral. We make the following assumptions about ; and o

¢ ¢
/ | (u, Xy)|du < oo, E [/ 02(u,Xu)du} < 0
0 0

for all ¢ > 0 or that these at least hold with probability 1 (cf. [47, Definition 4.4.3] or
[39, Definition 4.1.1]). The function p(t, X;) is called the drift of X and o (¢, X;) is its
volatility.

The It6 process X (1.5) is often written in the differential form

We call (1.6) a stochastic differential equation (SDE).

A Brownian motion X from (1.1) has the SDE
dX; = pdt + odW,

corresponding to both p(t, X;) = pand o(t, X;) = o being constant. To see this, we

may write the integral form

t t
X = Xo —|—/ pdu +/ odW, = ut + oW,
0 0
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which is how we defined Brownian motion in (1.1).

The definition of stochastic integral can be extended to Itd process integrators
given by (1.6). The integral of an adapted process ¢ with respect to an Itd process X

is defined as
t t t
/ Pud X, = / Qupt(u, Xy )du + / uo (1, Xy)dW,,
0 0 0

assuming E [fot 02o?(u, Xu)du} and fot |pupi(u, X,)| du are finite for all ¢ > 0 (cf. [47,
Definition 4.4.5]).

1.2.1 Quadratic variation

Next, we define quadratic variation of a function, inspired by [47, Definition 3.4.1].
This concept is special to stochastic calculus because it is zero for all continuous,

piecewise differentiable functions and so it is not considered in standard calculus.

Definition 1.9 (Quadratic variation of a function). Let [T ={0 =ty < t; <--- < t, =
t} be a partition of [0,t] and f(u) be a function defined on [0,t]. The quadratic variation of
f up to time t is defined as

n

A0 = tim S ()~ flte)

I1Tl—0 4=

In case of a function f with a continuous derivative, one has

S (7t~ 1) = 32 (£(60) (-t < Y (7)) e - )
k=1 k=1 k=1
and thus

n

A1) = lim Y (f(tk) —f(tk_l))2 < lim |11 /Ot (f’(u))zdu: 0,

([T =0 +— -0
k=1

A similar argument can be made for piecewise continuous functions which justifies

why quadratic variation is not considered in ordinary calculus.

Protter defines quadratic variation of a semimartingale and quadratic covariation

of two semimartingales in [42, p. 66] in the following way.
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1.2. Ito calculus 1. Stochastic calculus

Definition 1.10 (Quadratic variation and quadratic covariation of semimartingales).
Let X and Y be semimartingales. The quadratic variation process of X, denoted [X|; =
(X, X]; is defined by
t
(X = X} — X¢ — 2/ Xy—dX,.
0
The quadratic covariation of X and Y, also called the bracket process or the sharp bracket

process, is defined by

t t
[X,Y], = X\Y, — XoYp — / X, dY, — / Y, dX,.
0 0

There is an alternative process to quadratic variation, called the predictable quadra-
tic variation or the angle bracket process, which is defined for a square integrable
martingale M as the unique, predictable, integrable, increasing process (M) such
that M? — (M) is a martingale (cf. [23, Definition 6.24]). Note that the existence of
(M) follows from the Doob-Meyer decomposition. For continuous martingales one
has (M) = [M] (cf. [31]).

It can be shown (cf. [47, Theorem 3.4.3]) that the (predictable) quadratic variation

of a standard Brownian motion is
Wl =t
which is often written in differential form as

d[W], = (dW,)* = dt. (1.7)

For an Ito process X, given by (1.5), the quadratic variation is, according to [49,

Theorem 8.6], given by
t
[X]: = / o?(u, X, )du.
0

1.2.2 Ito’s lemma

Now we formulate [td’s lemma which is a central tool in stochastic calculus. We

start with the 1-dimensional case adapted from [39, Theorem 4.1.2].
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1.2. Ito calculus 1. Stochastic calculus

Theorem 1.11 (1-dimensional Ito6’s lemma). Let X be an Ito process given by
dXt = ,u(t, Xt)dt + O'(t, Xt)th
and let f(t,z) € C2([0,00] x R). Then Y; = f(t, X;) is again an Ito process with

A, = df (1, X)) = Flt Xt + fult, X)X, + 3 fealt, X)X (18)

Note that (1.8) is equivalent to

t
f(t, Xt) = f(07X0) + / (ft(u7 Xu) + Nufm(u7X1L) + %Uifa:ac(u7Xu)> du
Ot
+ [ ot X)aw,
0

where i, = p(u, X,,) and o, = o(u, X,,).

When computing the term d[X]; = (dX;)? in (1.8), the rules
(dW,)? = dt, dW,dt = dtdW, = (dt)*> =0

apply (cf. [39, Eq. (4.1.8)]). The first one is the differential of quadratic variation of
a standard Brownian motion (1.7) and the others follow from quadratic covariation

being zero when at least one of the processes is nonrandom.

An important stochastic process in finance is the before mentioned geometric
Brownian motion defined by (1.2). Let us illustrate the use of Itd’s lemma to find
the stochastic differential equation for the geometric Brownian motion S. We define
f(t,z) = €%, ie. fis only a function of one variable, and S can be written as S; =

f(X;) = Spe** where X is the Brownian motion
Itd’s lemma yields

1 1
dSt = fx<t, Xt)dXt -+ §fxg;(t, Xt)d[X]t = St (/,Ldt + Uth) + §St (/,Ldt + Uth)2

2
== (ﬂ + %) Stdt + OStth = /]Stdt + UStth,
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1.2. Ito calculus 1. Stochastic calculus

where i = p + %2 A Geometric Brownian motion is usually written as
dSt = /LStdt + O'Stth

or equivalently as

t t
Sy =Sy +/ WSy du +/ oS, dW,,.
0 0

It is often used in finance to model the price of an asset. As illustrated in Figure 1.1,
its main advantages over a Brownian motion are that it only takes positive values
(provided that Sj is positive) and the fact that relative returns do not depend on the

price.

Itdo’s lemma can be generalized to the case when X is multivariate (cf. [39, The-
orem 4.2.1]). Let X be a d-dimensional Itd process, i.e. X = (X!, X% ..., X% and
X* are Ito processes. Let Y be given by Y = f(z), where f is a twice continuously

differentiable function from R? to R. Then one has

d

8f 1 d d
dYt:df(Xt):Zax )dX! + 522

=1

2

d[X*, X7,

1.2.3 Integration by parts

The integration by parts rule known from ordinary calculus needs to be adjusted
when working with stochastic processes. For a pair of semimartingales X, Y the

integration by parts formula follows directly from Definition 1.10 an it reads

t t
XY = XY + / X,_dY, + / Y, dX, + [X,Y],,
0 0

Equivalently, one may write
d(XyY:) = Xo—dY, +Y,_dXy + d[X,Y],. (1.9)

As opposed to the standard integration by parts formula, there is an extra term
representing quadratic covariation. In case that X and Y are continuous, the left
limits X;_, Y;_ can by replaced with X, Y;. If in addition, one of the processes is

deterministic, the quadratic covariation is zero and (1.9) reduces to the standard
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1.3. Change of measure 1. Stochastic calculus

formula
d(X}Y;) = XodY, + Yid X,

1.3 Change of measure

In finance, it is often more convenient to work with a different probability measure
than the objective one which corresponds to the objective probability distributions
of price movements. Under this other measure, the risk-neutral probability measure,
every investment has the same mean return. This implies that, in presence of a
risk-free asset, no-arbitrage prices of all assets denominated in terms of the risk-
free asset, i.e. discounted by the risk-free return, need to be martingales under the

risk-neutral probability.

We say that probability measures P and @) on (2, F) are equivalent, and write
P ~ @Q, if for every set A
P(A) =0<+= Q(A) =0,

i.e. P is absolutely continuous w.r.t () and () is absolutely continuous w.r.t P (cf. [27,
Definition 28.1]).

We now define the density process of the change of measure and then we for-
mulate the Girsanov’s theorem which is proven in Protter [42, Theorem III.35]. If
P ~ (), then there exists a d P-integrable random variable Zr, such that dQ/dP = Zr
and E¥(Z7) = 1, where ET is expectation under P. Z; is called the Radon-Nikodijm

derivative of () with respect to P. Define

e (dQ
Z, = E! (d—P> (1.10)

as the right-continuous version. Then Z is a uniformly integrable martingale and it
is called the Radon-Nikodym derivative process or the density process of the change

of measure.

Consider times ¢ and s such that 0 < s < ¢ < T'. The time s conditional expecta-

tion under @ of an F;-measurable X can be calculated as

1
FO(X) = - EI(XZ,)
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1.3. Change of measure 1. Stochastic calculus

Theorem 1.12 (Girsanov’s theorem). Let P and () be equivalent. Let X be a semimartin-
gale under P with decomposition X = M¥ + AT, where, under P, M is a local martingale
and A" is an FV process. Then X is also a semimartingale under Q) and has a decomposition
X = M@ + A®, where

t
MP = M —/ —d[2,M7],
0 u

is a local martingale under ), with Z being the density process from (1.10) and

t
1
AlfQ:Xt_MtQ:Af+/ Z—d[Z,MP]u
0 u

is an FV process under ().

Girsanov’s theorem allows us to change from the objective probability measure
P to the risk-neutral (). Under (), the martingale property of discounted prices can

be used for asset pricing.

More generally, Girsanov’s theorem can be used to determine how the dynamics
of a process change when measure is changed. We demonstrate this use on the so-

called stochastic logarithm of the stock price (cf. [28, p. 134]).

Definition 1.13 (Stochastic logarithm). For a real-valued semimartingale X, such that
the two processes X; and X,_ do not vanish, the stochastic logarithm L(X) is defined as
L(X); = Xi/X;— and its dynamics read

dx,

AL(X) = T
tf

Note that the dynamics of stochastic logarithm is analogous to the derivative of

natural logarithm of a differentiable function z(¢) in standard calculus

dIn (z(t)) 1 dx(t)
dt x(t) dt -

Stochastic logarithm is often used to express the dynamics of processes such as geo-

metric Brownian motion dS; = uSydt 4+ 0S;dW; which can be written as

dL(S), = %St = pdt + odW,.
t

From Girsanov’s theorem we can tell how these dynamics change when measure
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is changed and we formulate it in form in the following lemma.

Lemma 1.14. Let the P-dynamics of L(.S); be given by
dL(S), = bV dt + /D aw,.

Consider a change of measure to a new measure ) with the density Z, given by (1.10). The
drift of L(S); under Q) is then given by

1
bo™ = b + Sd[L£(5).£(Z)]

and its volatility remains unchanged, i.e. Cg(s ) = cfg(s).

Proof. The lemma follows directly from Girsanov’s theorem with S playing the role
of X and taking A” = b5t and AP = /W, O
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Part 1

Optimal liquidation
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Introduction to Part I

The first part of this thesis is devoted to the problem of optimal liquidation of a
trading position in presence of an adverse temporary price impact and it consists of
Chapters 2 - 4.

Chapter 2 introduces the problem in the context of known optimal liquidation lit-
erature and presents the approach to its solution as proposed in our article Brunovs-
ky, Cerny and Komadel [8]. We point out that the used formulation differs from
most of optimal liquidation literature in giving the pressure to liquidate endoge-
nously and using a stochastic time horizon. After introducing the problem and the
initial value problem for a severely singular ODE to which the optimization prob-
lem leads, we formulate a series of related boundary value problems. The last of
these BVPs, which we denote BVPIEQ 1) is suitable for numerical treatment and we

link its solutions w(t, z) to the solutions u.,(x) of the original IVP.

In Chapter 3 we propose a numerical scheme for BVP|, ;, as well as a procedure
of using this scheme to obtain a sufficiently accurate approximation of u(x). Fur-
thermore, we investigate the implementation shortfall and the time to liquidation,
determined by the optimal liquidation strategy, for three sets of parameters corre-
sponding to three market situations of interest. We find that our results agree with
the square root law, known from empirical studies, which says that the price im-
pact is proportional to the square root of the total trade size. Finally, we combine
the numerical solutions with Monte Carlo simulations to get better insight into the

dynamics of optimal liquidation. Chapter 4 concludes this part of the thesis.
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Chapter 2

The optimal liquidation problem

The topic of optimal liquidation or optimal trade execution addresses the question
of how to sell a given amount of an asset, maximizing the investor’s utility from the
sale, when the execution price is adversely affected by the sale. Alternatively, the
theory can also be applied to the optimal purchase of an asset rather than its sale.
The seminal papers in this field are by Bertsimas and Lo [4] and Almgren and Chriss
[1]. In these works the asset price is assumed to be a martingale and the pressure
to liquidate is exogenous. In particular, the authors use a fixed date by which the

whole position must be liquidated.

We study the problem of optimal liquidation as it was first formulated by Cerny
[9] where the pressure to liquidate is given endogenously. It may be due to the
asset price falling on average or due to time discounting and the setting rules out
short sales which proves to be important. The combination of a bearish market
and allowed short sales lead to a surprising result found in Schied [46], where the
investor can gain from short selling the asset near the end of the time horizon and
buying it later at a lower price. While this looks promising in theory, it may be
problematic to find a counterparty for the transaction in practice and thus we find it

important to examine the situation that does not allow such short sales.

Cerny [9] showed that the problem reduces to solving a severely singular ordi-
nary differential equation which was later treated analytically in Brunovsky, Cerny
and Winkler [7] and in Quittner [43]. In the master’s thesis [34] we developed a nu-

merical procedure which appeared to converge to a solution of the original problem
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2.1. Formulation of the problem 2. The optimal liquidation problem

but we did not provide proofs that the found solution actually solves the ODE from
[9] and [7] and, more importantly, that the solution of the ODE indeed is the value
function of the liquidation problem. These questions are addressed in our paper
Brunovsky, Cerny and Komadel [8]. We summarize the most important theoretical

results in this chapter and we present numerical analysis and results in Chapter 3.

2.1 Formulation of the problem

We consider a problem of maximizing the expected revenue from liquidating a po-
sition Zy, = z > 0 of an asset whose price is adversely affected by the amount being
sold. The so called unaffected price process, i.e. the price prevailing in the market in

absence of our trading, is given by the geometric Brownian motion
dSt = )\Stdt —+ UStth, (21)

with an initial price Sy = s > 0, and the amount of the asset yet to be sold Z; has the
dynamics

dZt = (TZt — Ut) dt, (22)

where r is the growth rate of the asset and v; is the selling rate. The objective func-

tion, which is to be maximized over selling strategies v, is

T(Z=0)
E / e_ptvt(St—nvt)dt ,
0

where p is the discount rate and 7'(Z = 0) denotes the first time ¢ such that Z;, = 0,
i.e. the time when the whole amount is sold. The use of the stopping time 7'(Z = 0)
is a novel feature in optimal liquidation where the time horizon is typically given
exogenously. Our approach rules out short sales once the inventory is disposed of
but it leaves open the possibility of intermediate purchases. However, these turn

out to be never optimal, as we show later.

Note that the price received by the investor is negatively affected by the
amount being sold. This is represented by the term nv, by which the unaffected
price S, is reduced. This represents the instantaneous effect, or temporary impact, of
selling on the price and it creates an incentive to sell at a low rate as opposed to the

pressure to liquidate. Some authors (cf. [1, 4, 17, 20, 46]) also include a permanent
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impact, where not just the current selling rate but also the total amount sold upto
current time deteriorates the selling price. The permanent impact is assumed to be
zero in our model, which makes the model simpler, and it can be argued that its

presence would not change the optimal strategy dramatically (cf. [8]).

We say that v is an admissible control, and write v € A, if process v is predictable,
t

E{/ |vs|mds]<ooforallt>0andm:1,2,..., (2.3)
0

and

T(Z=0)
E (/ e_”t‘vt(St — m;t) |dt> < 0. (2.4)
0

As shown in [9] or [34], the Hamilton-Jacobi-Bellman equation for the value func-

tion

vEA

T(2=0)
V(s,z) =sup F </ e v (Sy — nuy) dt> (2.5)
0

subject to the dynamics (2.1), (2.2) is

1
sup {v(s —nv) + 5820'2‘/55 + AsVi + (rz — o)V, — pV} =0.
veA

The formal optimal control
s — V.

2n

v =
leads to the partial differential equation

(s — V)

TP 0 (2.6)

1
53202‘/58 + AsVs +1rzV, — pV +

for s > 0, z > 0, with the condition V (s,0) = 0 corresponding to the revenue being

zero whenever the amount of the asset is z = 0, regardless of the price.
Employing the scaling
Vs, 2) = —u(x), z=no"- (2.7)
S
the PDE (2.6) can be reduced to the ordinary differential equation for z > 0

1
22" = azu' 4 bu — §(u’ —1)?, (2.8)
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u(0) = 0, (2.9)

where we define

a= 2 (/\—7“+a2),

022 (2.10)
b= (A= pto?).

We make the assumption throughout that a + b > 0 which translates to
p> A+, (2.11)

creating the endogenous pressure to liquidate. The interpretation is that the dis-
count rate p is higher than the average growth of the capital invested in the asset,
A + 7, so that the investor has an incentive to sell the asset. Were it not satisfied, the
investor could profit from postponing the sale infinitely. Note that the assumption

is satisfied in two important cases where the pressure to liquidate is solely due to:
(i) the asset price falling on average (A < 0, p =0, r = 0);

(ii) time discounting (A =0, p > 0,7 = 0).

2.2 Optimality

In this section we address the question of whether the solution u of the initial value
problem (2.8), (2.9) indeed defines the value function V' of the optimal liquidation
problem (2.5) since the Hamilton-Jacobi-Bellman equation is in general only a nec-
essary condition. In addition we examine the optimal liquidation strategy which we
compare to a myopic strategy. We finish the section by studying the resulting imple-
mentation shortfall which we connect to the square root law observed in empirical

literature.

2.2.1 Initial value problem IVP,

We denote the initial value problem (2.8), (2.9)

1
72" = azu' 4+ bu — = (u' — 1)
2 (IVP,)
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by IVP,, the 0 signifying that the initial condition is set at = 0. This problem is
studied in Brunovsky, Cerny and Winkler [7] and in Quittner [43] where its severe

singularity is shown.

For a + b > 0 IVP, has infinitely many solutions with identical asymptotics near

0 given by the formal power series
ha(r) =Y k™2 neN, (2.12)

withky =1,k = —%« /2(a + b) and the other k; obtained recursively by

kn—l—l -

m[kn<(n+2) (2a—n)+4b)

n—1
1 ) )
3 E B+i)n—j+ 3)kj+1/fnj+1] :

Jj=1

The highly degenerate nature of IVP, does not stem from the singularity of the
linear terms in the ODE, which is well known and rather innocuous in the context
of the Black-Scholes model, but from the singularity of the non-linear term. Liang
[36] studies singular IVPs of the form u" = % f(z,u,u") where f is continuous on

[0,00) x R x R. In case of IVP, function f is given by

20u — (u' —1)?
2x

flz,u,u') = au’ +

which disqualifies IVP, from Liang’s category.

Brunovsky, Cerny and Winkler [7, Proposition 5.1] show that IVP, does, how-
ever, have a unique solution under additional conditions and they also prove cer-
tain characteristics of the solution. We summarize these results in the following

proposition [8, Proposition 5.1].

Proposition 2.1. Under the assumption a+b > 0 there is a unique solution of IV P denoted

by un satisfying u., € C°[0,00) x C*(0, 00) and
0 < ux(z) <z forz > 0.

The solution u., further satisfies u (0) = 1, u, (x) > 0,ul (x) < 0, uZ(x) > 0 for all

o
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x> 0as well as u’_(z) \, 0 for x — oc.

2.2.2 Boundary value problem BVP,

Inspired by Proposition 2.1 we add to IVP, the boundary condition
u'(00) =0 (2.13)

where we write u/(c0) = lim, . ¢/ (z) whenever the limit on the right-hand side

exists. This defines the boundary value problem given by (2.8), (2.9) and (2.13)

1
72" = azu' + bu — §(u' —1)?,

(BVP[O,OO))

which we denote by BVPy ). In [8, Proposition 6.1] we show that the addition of
the boundary condition (2.13) has the effect of uniquely determining the solution
of IVP, established in Proposition 2.1, i.e. u. from Proposition 2.1 is the unique

solution BVP(g ).

The next theorem, proven in [8, Theorem 7.2], confirms that by solving BVP)
and subsequent use of scaling (2.7) we indeed find the value function of the optimal
liquidation problem. Furthermore, the theorem characterizes the optimal strategy
v* which turns out to be nonnegative due to 0 < u/_(z) < 1. This means that it is
never optimal to acquire more of the asset even though our setting only rules out

short sales and intermediate purchases are admissible.

Theorem 2.2. Assume (2.11). Let uy be the unique solution of BVP( ), with a, b given
by (2.10). Then the function V (s,z) = %uoo (no?2) < sz is the value function of the
optimization (2.5) and

1 S Zy
’U::%<St_‘/z(stvzt*)> :2_7;(1_%0 (U02§i>) >0 (2.14)

is the optimal control among all admissible controls A defined in (2.3), (2.4).

Note that one can compare the optimal strategy v* in (2.14) to a myopic strategy
v™verie(t) = S, /2n which maximizes the integrand e *'v,(S; — nv;) in the objective

function (2.5). Unlike v™¥°¢, the optimal strategy v* accounts for the fact that the
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current selling rate affects future inventory and thus also the revenue from its sale.
In particular one has
* myopic 1 *
v = vy — %‘/Z(Stvzt)
where V. (S;, Zf) is the marginal value of the optimal revenue with respect to the

size of the remaining inventory.

Furthermore, by Proposition 2.1 u/(x) decreases from 1 to 0 as increases from 0 to
infinity. Using this in (2.14), one can conclude that for large values of the inventory
Z;, v* is close to v, On the other hand, as Z; approaches zero, the optimal
liquidation rate is significantly lower than the myopic one. Using the asymptotic

expansion (2.12) one can express an expansion for the derivative

ul () =1—+/2(a+b)x + O(x)

which, combined with (2.14), yields that the optimal strategy v* is roughly propor-
tional to \/Z;.

Another observation from Theorem 2.2 is that for the value function one has
V(s,z) < sz. The value function describes the optimal expected revenue from the
liquidation of z units of the asset when the initial price is s. The expression sz thus
gives the revenue the investor would receive if it were possible to sell the whole
inventory immediately without any effect on the price. The difference sz — V' (s, 2)
is thus the shortfall resulting from the fact that the selling rate negatively affects the
selling price and it is called implementation shortfall in literature (cf. [41]). Accord-
ing to Theorem 2.2 the implementation shortfall is nonnegative in our setting which
rules out short sales. This agrees with intuition and differs from results of [46] where
the investor can benefit from short sales in a bearish market (see the beginning of
Chapter 2).

We rewrite the asymptotic expansion (2.12) as

Uso(T) = 1 — §\/2(a + )22 + O(2?)

to express the asymptotic relative implementation shortfall for small values of the

inventory z
sz—V(s,z) 4

I(s,2) = — . —3 nip—\— 7“)2 + O(z). (2.15)
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Since sz is the revenue from an immediate sale of the whole inventory z at the cur-

rent price s,

V(s,2)
I(s,z) = . z
can also be interpreted as the relative difference between the initial price s and the
average realized price V' (s, z)/z. For this reason (s, z) is often referred to in empir-
ical literature as the price impact. The result (2.15) agrees with the square root law,
observed in empirical studies such as [15, 16, 52], which says that the price impact

is proportional to the square root of the total trade size z.

2.3 Computation of the solution

By adding a second boundary condition for z — oo to IVP; we formed problem
BVP|y ) and we have shown that its solution u.(x) defines the value function
V (s, z) of the optimization (2.5) as well as the optimal liquidation strategy v;. How-
ever, we still need to address the question of how u..(z) can be calculated. In this

section we describe a procedure which enables us to do so.

2.3.1 Truncated problem BVP, j,

The first step is to truncate z to a finite interval [0, L], L < oo, defining the boundary
value problem BVP), ;; which consists of IVP, accompanied by the condition /(L) =
0,1i.e. )
v*u" = azu' 4+ bu — =(u' — 1)
2 (BVPy.1))
u(0) =0, u'(L)=0.
One can view BVP 1) as a modification of BVPy o) where we still impose a zero

derivative condition at the end of the spatial interval but the interval is now finite.

We formulate a theorem from [8, Theorem 8.1] where it is shown that BVP) ;; has
a unique solution uy,(x) which tends pointwisely to u.(z), the solution of BVP(y ),
as L — oo. This justifies looking for u..(z) by solving the truncated problem BVPj 1,

with L sufficiently large.

Theorem 2.3. Let a +b > 0. For given L > 0, BVP|y ) has a unique solution
u, € C*((0,L]) N C°([0, L)) such that 0 < ur(z) < x forall x € [0, L]. The solution

37



2.3. Computation of the solution 2. The optimal liquidation problem

uy, is strictly increasing, concave and satisfies ur, (x) < ur,(x) for Ly < Ly, 0 <z < L.
Furthermore, limy,_, o up () = us(x) for 0 < x < oo, where u, is the unique solution of

BVPy o).

Literature studies numerical methods for boundary value problems of similar
type as BVPq 1) (cf. [29, 33, 55, 56]). The closest formulation to BVPy ;) we were able
to find was in [56] which studies problems with singular coefficients of the form

_ 4
_l’

Ao

u”(z) u'(z) + ﬁu(x) + f (2, u(z), v (),

where one of the boundaries is at x = 0 and f is assumed to be continuous at this

(w ~1)?

point. However, in case of BVP|y 1) the nonlinear term is given by f(z,u,u') = “5

so the assumption of continuity is not met. The singularity of BVP, 1), caused by
the nonlinear term, is more severe than singularities typically considered and thus

standard methods for numerical treatment of BVPs fail in this case.

As suggested in [2, Eq. (1.3)], second-order problems of the type of BVP 1) can
be transformed to two-dimensional first-order problems. In particular, ODE (2.8)

can be written in the form

vy (x) = My(x) — f(z,y(2)), (2.16)
where
[ ulx) (0 1 o u(a)) — 0 )
ulw) = xu'(x) - M= b 1+a)’ f< o ))_ %(”T(m)—l)

and y»(z) = zu/(x) is the second element of y(z). Using the form (2.16) for the
ODE, one can use the Matlab function bvpbc to compute numerical solutions of an

augmented version of BVP| ;) which startsat z = ¢ > 0

1
72" = azu' 4+ bu — = (u' — 1)

(BVP[a,L})

Setting ¢ far enough from zero, the solutions found by bvp5c are stable but they do
not agree with the asymptotics (2.12) near zero, as we show in Figure 3.3 in the

following chapter.
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2.3. Computation of the solution 2. The optimal liquidation problem

To overcome the problem with the severe singularity it turns out to be advan-
tageous to introduce a time dimension into the optimal liquidation problem (2.5)
which corresponds to setting a finite time horizon. This results in finite horizon

problems BVP[; ;, which are examined in the follwoing subsection.

2.3.2 Finite horizon problems BVP’[LO’ 1]

By introducing a time variable into the optimal liquidation problem one obtains

instead of the ODE (2.8) a parabolic partial differential equation

1
wy = 22wy, — azw, — bw + §(wx —1)? (2.17)
for the function w(t, z). For the PDE (2.17) we define on [0, c0) x [0, L] the boundary

value problem BVP}, ;) by

wy = 22wy, — axw, — bw + E(wx —1)%
(BVP!, ,))
w(t,0) =0, w,(t, L) =0, w(0,z) = 0.

In addition, we define a second problem, BVP[, ;, by replacing the zero initial con-

dition with w(0,z) =z

1
Wy = Ty — azw, — bw + = (w, — 1)?,

2 (BVP}, ,))
w(t,0) =0, w,(t, L) =0, w(0,z) =z

By BVP}, ;, we refer to either of the problems BVP}, ;, and BVP, ;.

Because of the spatial variable x being limited to a finite interval, problems
BVPy, ;; and Wf& 1) do not correspond to any optimal control problems. In [8, The-
orem 8.2], which we formulate in the following theorem, we show, however, that as
t — oo the solutions of BVP[O 7 and Wb 1) tend to the solution of the time homoge-
nous problem BVP), ;; monotonically from below, resp. from above, see Figure 3.2

in the following chapter.

Theorem 2.4. For given L the problems BVP|, ;, and BVP(, ;| have a unique solution in
CH2((0,00) x (0, L)) NC([0, 00) x [0, L]). These solutions, denoted by w and w respectively,

satisfy
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2.3. Computation of the solution 2. The optimal liquidation problem

Table 2.1: Computation of the value function from the finite horizon problems.

BVPY, , or BVP},,; —— BVPpy —— BVPpey — (25)

t—ro0 (2.7)
w(t, x) or w(t, x) — ur(x) P Uso (T) H V(s,2)

ow(t, ) < 0 < ow(t, )
ot - - ot

and limy_,o W(t, x) = limy_,0o w(t, x) = ug(z).

2.3.3 Summary of the computational procedure

The finite horizon problems BVP{, ,, and BVP}, ,, are numerically well behaved and
the singularity at + = 0 no longer causes problems, as we demonstrate in the next
chapter. We already observed this in the master’s thesis [34] where we formulated
the finite horizon problems, solved them numerically and showed that their solu-
tions w(t, z) and w(t, ) appear to converge to the same limit. Now we have proven
analytically how these finite horizon problems relate to the original optimal liqui-

dation problem and the connection can be summarized in the following way:

1. Based on Theorem 2.4 the solutions of the finite horizon problems BVPfQ 1) get
arbitrarily close to the solution of the truncated problem BVPy, j, if ¢ is large

enough.

2. Based on Theorem 2.3 the solution of the truncated problem BVP|, 1) gets arbi-

trarily close to the solution of the solution of BVP| . if L is large enough.

3. Based on Theorem 2.2 the solution of BVP ..y determines the value function
V (s, z) of the optimization (2.5) through the scaling (2.7) and the optimal lig-
uidation strategy v; through (2.14).

This procedure, which connects the numerically amenable finite horizon problems
to value function (2.5) and which will be used in numerical computations, is

schematically written in Table 2.1.
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Chapter 3

Numerical results

In his chapter we describe the numerical procedure which used to solve the optimal
liquidation problem described in Chapter 2. First, we propose a numerical scheme
for the finite horizon problems BVPY, ;,. Then we describe a procedure used to ob-
tain a sufficiently precise approximation of u., from w(¢,x) or w(t, x), in line with
Table 2.1. In the last section of this chapter we use the numerical approximation of
U~ to investigate the optimal liquidation problem by studying the relative imple-

mentation shortfall and the time to liquidation.

: t
3.1 Solving BVP, ,,
Recall that the finite horizon problems BVP, ;, and BVP}, ;, are given by the PDE
(2.17)

Wy = T2 Wey — aTW, — bw + §(wx —1)?

which we now treat numerically. For the spatial variable x € [0, L] we employ a
non-equidistant partition 0 = 2y < 21 < --- < oy = L, where the partition points
are defined as

vj=e —1-+€E7%  j=0,1,...,N (3.1)

with {¢;}}., being equidistant, i.e. {; = jL*/N with L* such that zy = e/ — 1 —
L* + (L*)3/* = L. Figure 3.1 illustrates how the used non-equidistant partition (3.1)

is finer for small values of x and coarser for larger values. This is advantageous in
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3.1. Solving BVP;, , 3. Numerical results

capturing the development of function w (and consequently u) near the singularity
at + = 0 while saving memory by not using unnecessarily many partition points

further away from the singularity.

’ O Used partition X  Equidistant partition

00 O O O O O O 0]
S X X X X X X X X X

0 2 4 6 8 10
X

Figure 3.1: Comparison of partition (3.1) to an equidistant partition of the interval
[0, 10] with N + 1 = 11 partition points.

For the time variable ¢ € [0,7] we use an equidistant partition with the time
step h = T'/M so the partition points are t; = ih, i = 0,1,..., M. Denoting by w}
the numerical approximation of w(t;, z;) we approximate for : = 0,1,...,M and

j=1,2,...,(N —1) the first spatial derivative of w by the central difference

Ow(ti,zj) Wikt — Wy

)
(9x Tjy1 — Tj-1

and the second spatial derivative by the difference

w" wh—w?

“’i‘+1* j 1

2 J Jo_ i ti—

OMw(ty, v;)  aja—=,  w—m
Ox2 ~ Tjp1—Tjo1 )

2
The time derivative is approximated by the forward difference

ow(t;, x;) _with —w;

ox h

fori=0,1,...,(M—1)and j = 0,1,..., N. In this notation the explicit Euler scheme
for PDE (2.17) reads

2 i i i
2x; (wj+1 wj wj wj_l)

wit = wl+h
Tj+1 — Tj-1

J

fori=0,1,..., (M —1)and j =1,2,..., (N —1).

The boundary conditions, given for both BVP}, ;, and BVP}, ;, by w(t,0) = 0 and
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3.1. Solving BVP;, , 3. Numerical results

w,(t, L) = 0, dictate
wh = 0, wh = wh_, i=0,1,..., M, (3.3)

while BVP’E0 I has the zero initial condition

w) =0, j=0,1,...,N (3.4)

and BVPfQ 1) has
w = x5, j=0,1,...,N. (3.5)
Denote by W' = (wi, w), ... ,w}'\,fl)T the vector of interior points at the i-th time
layer and by W' = (wi, wi, ..., wh)" the complete vector of all points at time layer

t;. The explicit scheme (3.2) can then be written as
Wit — Wi 4+ p [AVW‘ Y F (W)] , (3.6)

where matrix A € R&V-D*(V+1 jg tridiagonal with non-zero elements given by

xT; 2x;
Ajj1 = ’ ( — + a) ,
Tj+1 — Tj—1 \Lj — Lj-1
21?2 1 1
Ajj =~ : ( + ) -0,
Tjp1 — Tj—1 \Tj+1 — L5 Tj — Xj-1
xT; 2x;
Aj,j+1 = ! ( ’ - a) )
Tjr1 — Tj—1 \Tj — Tj1
forj=1,2,...,(N — 1), and the non-linear term F is given by

- . 1 i 2 wh - —wh 2 W —w' 2
F(W) =2 [(—wrwo —1) L (B o) (e ) }
2 T2—T0 ? P\ Tir1—Ti-1 ’ >\ TN—TN_2

Starting from the initial time layer given by the initial condition (3.4) (or (3.5) in

case of BVP’E()’ L]) and given L, N and time step h we are able to use (3.6), (3.3) to
calculate an approximation of a new time layer w(t; 11, ) from the last known time

layer w(t;, x).

As claimed by Theorem 2.4 the solutions of BVP}, ;; and BVP; ;, should monoton-
ically converge to uy, the solution of BVP|q 1}, from below and above, respectively, as

t increases. This can be observed in Figure 3.2 for the three sets of parameters listed
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3.2. Solving BVP 3. Numerical results

Table 3.1: Parameter values used in numerical examples.

o A r p a b

Parametrization1 0.2 0 0 0.05 2 0.5
Parametrization2 0.2 -0.1 0 0 3 8
Parametrization3 0.2 0.03 0.01 005 3 -25

in Table 3.1.
6 -
0.6 T 0.15 v t=0
1t=0f1=05 =1 =0 ,%t=05 , t=06
05 : ' e : ’ t=06 5 L/ _--"
1 ,I d t=2 | ,I emT T T TTTTTTTT 4 L’ -7 t=12
L A 0ln , - , P ---""
- A e e - P, = 4 ‘ .-
) o L % =3 4 ‘< -
go3y) [ 4 s Y t=14 | ¥ //,,’/,’ =34
1if e = PSSl ——
02y fo t=05 0.05 t=03 2 V0L T t=1.2
[} ‘, ‘. / """"""""
01 t=0.1 S i t=0.6
- =0 | L t=0
0 t=0 o t=0 0
0 2 4 6 8 10 0 2 4 6 8 10 0 2 4 6 8 10
X X X
(a) Parametrization 1. (b) Parametrization 2. (c) Parametrization 3.

Figure 3.2: Solutions of BVP}, ;, (dotted) and BVP{, ;; (dashed) for L = 10 and dif-
ferent values of ¢. The solid lines represent the solution of BVPy 1.

The parameter sets used numerical examples and listed in Table 3.1 were cho-
sen to describe three interesting cases from financial perspective. The first para-
metrization uses A = r = 0 and the pressure to liquidate is solely due to time dis-
counting by the factor p = 0.05. In parametrization 2 we set 7 = p = 0 and the
pressure to liquidate is solely due to the unaffected asset price drifting downwards
by A = —0.1. In the third parametrization we demonstrate a situation where all pa-
rameters are positive. Note that in all three case the assumption (2.11) creating the
endogenous pressure to liquidate is satisfied. Furthermore, the three parameter sets
cover the three possible sign combinations of parameters a and b which allow for

a+ b > 0to hold.

3.2 Solving BVP) .

In this section we describe how we use the numerical method of solving the finite
horizon problems BVP|, ;,, described in the previous section, to obtain a sufficiently
precise approximation of us, the solution of BVPy ). As shown in Table 2.1, this

can be achieved by increasing t and L.

Our goal is to achieve sufficient precision of u..(x) on the interval [0,1]. The
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3.2. Solving BVP 3. Numerical results

procedure uses four nested loops and we describe them from the innermost one

moving outwards.

Determining 7' For a given time step h, length of the spatial interval L and num-
ber of z-partition points NV we find new time layers by using (3.6), (3.3). The number
of time steps M (and thus also the time horizon 7" = M 1) is determined by consid-
ering two time layers for 71 < T5 for i = 1,2 and using stopping criteria based on
changes in the relative implementation shortfall. Denote the numerical solutions

corresponding to the two time layers by v;(z) = w(T;, z), i = 1, 2.

Recall that we defined relative implementation shortfall or the price impact in

(2.15) as I(s,z) = (sz — V(s, z)) /sz which can be rewritten using the scaling (2.7) as

I(s,2) = Sk (73) =1- @ (3.7)

SZ T

We use this to express the relative implementation shortfall f;(x) = 1 — u;(z)/x for
the two time layers and we distinguish between two regions for z: X = {z > 0 :

f2(z) < 0.01} and its complement in [0, 10] denoted by X*.

For small z we aim for a low relative difference in the shortfall

fa()

b fi(x)

<0.1 (3.8)

sup
rzeX

while for larger = we aim for low absolute difference

sup | fo(z) = fu(z)] <1074 (3.9)

reXe

In the innermost loop we start with 77 = 0.1, 7, = 0.2 and increase 7; by 0.1 until

conditions (3.8) and (3.9) are satisfied.

Determining N One level up, for given h and L, we determine the number of
partition points for the spatial interval N. We start with N; = 10, N, = 20 and
denote the corresponding solutions from the innermost loop by u, and u,. Then we
increase NN; by 10 until conditions (3.8) and (3.9) are satistied. Thus, we obtain an

approximation of u(x) for a given L.

When moving to a larger N, i.e. moving to a finer partition, we use the previously
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3.3. Results for the optimal liquidation problem 3. Numerical results

calculated solution, interpolated by cubic spline to match the finer grid, as an initial

condition to improve computational efficiency.

Determining . Two levels up, for a given h we determine the length of the spatial
interval L. We start with L; = 1, L, = 1.1 and denote the corresponding solutions
from the previous loop by u; and u,;. Then we increase L; by 0.1 until conditions
(3.8) and (3.9) are satisfied.

When moving from a smaller L, to a larger L, we again improve computational
efficiency by using a previously calculated solution u;,, extended constantly to

[0, L], as the initial condition.

Determining & In the outermost loop we determine the time step h so that it is
small enough not to affect the solution. We start by setting by = 107, hy = 0.5x 107°
and denote the corresponding solutions from the previous loop by u; and u,. Then

we halve h; until conditions (3.8) and (3.9) are satisfied.

This procedure, excluding the loop for L, was also used to determine the solu-
tions u;, shown in Figure 3.2. We observe that the convergence occurs for different
values of T" for the three parameter sets. Moreover, while for parametrizations 1
and 3 the convergence of w(t, z) and w(t, z) to uy(x) is similar, for parametrization 2
the convergence occurs sooner for w(t, z) than for w(¢, z). Conditions (3.8) and (3.9)

were satisfied for 7' = 0.9 in case of w(¢, x) while 7' = 1.4 was need in case of w(t, z).

Figure 3.3 shows the approximate relative implementation shortfall /(s,z) =1 —
ur(x)/(x) given by the solutions u;, of BVPy ;) in close neighborhood of zero for
the three sets of parameters listed in Table 3.1. Our solutions are compared to the
second-order asymptotic power series hy(z) =  — 24/2(a + b)z/? defined in (2.12)
and to the solution obtained from the Matlab routine bvp5c. For all three cases our
method outperforms bvpbc in capturing the dynamics of the solution in proximity

of the singularity at = 0. This is most apparent for the third parametrization.

3.3 Results for the optimal liquidation problem

Having established a procedure to calculate the solution of BVP|, ) with sufficient

accuracy, we can examine the implications for the optimal liquidation problem. Re-
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(a) Parametrization 1. (b) Parametrization 2. (c) Parametrization 3.

Figure 3.3: Comparison of BVP|, 1 solution to solution from Matlab routine bvp5c
near the singularity at + = 0. The displayed quantity 1 — u;(z)/(x) represents ap-
proximate implementation shortfall.

call that u,, defines the value function V' (s, z) through (2.7) as

In panel (a) of Figure 3.4 we plot the relative implementation shortfall or the price
impact (s, z) which we introduced in (2.15) and from (3.7) it can be written in terms

of uy, as
Uoo ()
—

I(s,2) =1-—

For a given asset, i.e. for fixed initial price s and volatility o, and a fixed value of the
temporary impact parameter 7, the reduced variable z is proportional to the order
size z. From Figure 3.4 (a) I(s, z) is increasing for all three parameter sets which
confirms the intuition that selling a larger amount z of the asset leads to a larger

drop in the average per-share price received, relative to the initial price s.

The value of 1, which measures the strength of the temporary impact of liquida-
tion on the selling price, can be estimated from from empirical studies such as [6] or
[25]. The authors in [6] study the sale of 1 000 shares in a 5-minute window and es-
timate the price impact at around 0.18 % of the unaffected price. If we set the initial
price to s = 100, interpret the variable z, measuring the inventory, in thousands and
assume that there are 250 x 8 x 60 = 120 000 trading minutes in a year, their result

implies the value

5
= 0.001 _ =1, 107S.
i 0008><s><250><8><60 7.5 x 10
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Figure 3.4: Relative implementation shortfall /(s,z) and time to liquidation as-
suming constant liquidation speed and no accruing interest 7(s, z), for three para-
metrizations in Table 3.1.

Using this value of 1), the initial asset price s = 100 and volatility of o = 0.2, which
we assume in all our parametrizations in Table 3.1, the range of  shown in Figure
3.4 of [0,0.01] translates to a range of z from 0 to approximately 52?701 = 3 x 10°

thousands of units of the asset.

Panel (b) of Figure 3.4 shows, for the three sets of parameters listed in Table 3.1,

the quantity
(s, 2) z 2z
T = —=
’ v(s,z)  o2(1—ul(x))

which is related to the optimal liquidation strategy given by (2.14) as

1

v(s,z) = 2

Sy — V.(s,2) _ 5 1—ul (z)).
2n

Since 7(s, z) is defined as the size of the inventory z divided by the optimal liquida-
tion rate v at that moment, it expresses the time the liquidation of z would take if the
the selling rate stayed constant at v(s, z). Figure 3.4 (b) shows 7(s, z) to be increasing
for all three parameter sets which means that the approximate time to liquidation is

longer for larger amounts to be sold.

However, the actual liquidation rate is not constant. By (2.14), it is nonnega-
tive and it decreases with decreasing inventory size z, meaning that the liquidation
slows down as the inventory is being sold (this can be observed in the third col-
umn of Figure 3.6). Thus, the actual time to liquidation is longer than 7(s, z), as can

be seen in Figure 3.5 where we compare, for the three parametrizations, 7(s, z) to
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estimations of the actual time to liquidation 7'(Z = 0) obtained from 10 000 simula-
tions. The initial inventory was set to z = 100 thousands of units of the asset. The
time to liquidation increases with increasing strength of the temporary price impact
n which agrees with the intuition that with stronger temporary impact, the investor

will choose to sell at a lower speed.

20
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i
.

Parametrization 1 .
— — Parametrizaton2 | .

-
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.
s
o
o
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ot
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8
K
o

Liquidation time (days)
o =)

2 4 6 8 10 12 14 16

Temporary price impact 7 %107
Figure 3.5: Actual average time to liquidation, 7'(Z = 0), based on 10 000 simu-
lations (black) and approximate time to liquidation, assuming constant liquidation

speed, 7(z, s), (grey), for three parametrizations in Table 3.1 and changing values of
the temporary price impact parameter 1.

The simulations were performed by generating 10 000 realizations of the un-
affected asset price process S; which is given by the geometric Brownian motion
(2.1) starting at s = 100. The time step was set to one trading minute, i.e. 0t =
1/(250 x 8 x 60) years. In each time step, the numerical approximation of u., was
used to calculate the current optimal liquidation rate v*(S;, Z;) from (2.14). Subse-

quently, the inventory level was updated by the discrete version of (2.2)
f:-(st = (1 + T&t)Z: — ’U*<St, Zt) ot.

Once Z; hit zero, the simulation was terminated and the ¢ was taken for the stochas-

tic liquidation time 7'(Z = 0).

Figure 3.6 shows 10 000 simulations of the liquidation with both the initial price s
and the initial inventory z set to 100 and 1 = 7.5 x 107°. All lines are shown until the
(stochastic) time of liquidation 7'(Z = 0) is reached. In the first column, we observe
that, with each of the parameter sets, the execution time increases when the asset
price is falling. On average, the liquidation takes 6.17, 4.36 and 13.80 days for the

three parametrizations in Table 3.1, respectively.
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Figure 3.6: Each row shows 10 000 simulations of the unaffected price S, (first col-
umn), inventory Z; (second column) and the optimal strategy v; (third column),
for one of the three parametrizations in Table 3.1. The solid black lines show the
averages of the simulations.
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Chapter 4

Conclusion of Part 1

In Part I of this thesis we dealt with the problem of optimal liquidation. In Chapter
2 we presented our formulation of the problem, which first appeared in [9], in the
context of optimal liquidation literature. The main feature that differentiates this
formulation from the rest of the papers is that in our case the pressure to liquidate
is given endogenously which results in a stochastic liquidation horizon, given as a
part of the optimal strategy. Moreover, our formulation rules out short sales and we
find that intermediate purchases turn out to be never optimal, even though they are

permitted.

The optimal liquidation problem leads to a severely singular initial value prob-
lem IVP, which has been studied in [7] and [43] and for which standard numeri-
cal methods fail. We presented a method of overcoming the singularity and solv-
ing IVPy which consists of solving related boundary value problems BVPj, ;, and

stretching the finite time horizon ¢ and the length of the spatial interval L.

In Chapter 3 we described a numerical scheme which produces stable solutions
of BVP|, ;; and we proposed a procedure how this scheme can be used to obtain
solutions of IVP, with sufficient precision. We demonstrated numerically the con-
vergence of the solutions of BVP; ;, described theoretically in Chapter 2. Numerical
approximations of the solutions of IVP, were then used to examine the relative im-
plementation shortfall, or the realized price impact, resulting from liquidation. This
realized price impact was found to be consistent with the square root law known

from empirical literature.
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4. Conclusion of Part I

Furthermore, we examined the stochastic time to liquidation resulting from the
optimal execution strategy, comparing the approximate time to liquidation, assum-
ing constant liquidation speed, to estimates of the actual time obtained by simula-
tions and we studied the process of optimal liquidation by simulating the liquida-
tion process for three parameter settings corresponding to three different incentives
to liquidate — pure time discounting, falling price and a combination of different

factors.

The research in the field of optimal liquidation presented in this part of the thesis
could be extended in the future by including permanent price impact in the model.
While we believe that its presence should not significantly affect the optimal strat-
egy, it is nevertheless interesting to examine its exact effect as well as its effect on the
implementation shortfall and the liquidation times. Another interesting extension

would be to consider nonlinear utility functions in the optimization.
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Part 11

Quadratic hedging
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Introduction to Part I1

The second part of this thesis is devoted to quadratic hedging with application to

Asian options and it consists of Chapters 5 - 8.

In Chapter 5 we introduce the reader to options and we begin with the simplest
type — European options. We present the theory of Black and Scholes which played
a crucial role in the history of financial mathematics and derivative pricing in par-
ticular. We develop the concept of a self-financing replicating portfolio and we use
it to derive the Black-Scholes partial differential equation. Then we introduce Asian
options and we derive a PDE for their price. This PDE has an extra dimension, cor-
responding to the additional state variable, compared to the Black-Scholes PDE for

a European option and we reduce the dimension later in Section 6.5.

Chapter 6 deals with the theory of quadratic hedging which is motivated by the
presence of unattainable contingent claims in an incomplete market. We focus on
studying the mean squared hedging error of a discretely applied delta hedging strat-
egy. It is well-known that the delta hedging strategy provides perfect replication if
implemented continuously. In the more likely case, when the replicating portfolio is
rebalanced at discrete times, the replication is no longer perfect and a tracking error
is introduced. The asymptotics of the mean squared hedging error with respect to
the length of the rehedging interval have been studied in literature for European op-
tions as well as for some other option types. We extend these results for the case of
Asian options and we propose a method how the MSHE approximation can be cal-
culated by solving a PDE which contains the second derivative of the option price
with respect to the underlying stock price, i.e. the option gamma. We conclude

the chapter by reducing the dimension for the option pricing PDE, recovering the
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reduced equation of Vecef [54], and for the PDE describing the MSHE.

Chapter 7 describes the numerical schemes used and presents results. First, we
deal with finding the Asian option price where we use the reduced PDE proposed
by Vecer [54] and we contrast the results with Monte Carlo estimates to verify their
validity. Then we use the results to solve the PDE describing the MSHE where
we again use a dimension reduction described in Chapter 6. Finally, we use the
PDE solution to evaluate an approximation of the MSHE and compare this to Monte
Carlo estimates to find that our proposed approximation agrees reasonably well

with the simulated MSHE. Chapter 8 concludes this part of the thesis.
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Chapter 5

Introduction to options

A financial derivative is an instrument whose value depends on the value of another
instrument, the underlying asset. Over the past decades, derivatives have become
a major part of financial markets. One of most widely used types of derivatives
are options. While the underlying instrument may be of different types, including

exchange rates or other derivatives, we focus on stock options.

In this chapter we introduce the reader to options, mainly following the ideas
presented in Shreve [47]. We start with basic European options for which we de-
velop the concept of a replicating portfolio and use it to derive the Black-Scholes
equation for the option price. Then we introduce Asian options which are more
complex than European options because their value depends not only on time and
the current price of the underlying stock but it depends on the average stock price
over some time period as well. We derive a PDE for the Asian option price which
has an additional dimension corresponding to the average stock price being a new

state variable.

5.1 European options

A basic European option gives the holder the right, but not the obligation, to either
buy or to sell the underlying stock for a given strike price at a given date of maturity
or expiration. If the right is to buy, we speak of a call option, and if it is to sell, it is a

put option.
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5.1. European options 5. Introduction to options

At time of maturity, ¢ = 7', a European call option with strike price K generates a
payoff of
h(St) = (Sp — K)* := max{Sy — K, 0},

where St is the price of the underlying stock at ¢t = 7'. The reasoning behind this is
that the holder of a call option can exercise the option, buying the stock for K while
its market price is Sr. Of course, he will only choose to do so when the option is in
the money, i.e. when Sy > K. In that case he may sell the stock for its market price,
leaving him with Sy — K > 0. If the option is at the money (St = K) or out of the
money (St < K), exercising it brings no benefit to the holder and it has zero value.

Similarly, a European put option generates a payoff of

h(St) = (K — Sr)" := max{K — Sr,0}.

The seminal works in option pricing are by Black and Scholes [5] and Merton [37]
where the price of the underlying stock S; is assumed to be governed by geometric
Brownian motion

dS; = uSydt + o SiW;.

Further assumptions include existence of a constant, risk-free interest rate r in the
market, no dividend being paid, and a frictionless market (i.e. no transaction costs).
Lastly, trading is assumed to take place continuously in time and there are no re-
strictions to the amounts being bought and sold (including fractions and short po-
sitions). Based on these assumptions the authors derive the well known pricing

formulas for the European call and put options

Cy = 5@ (dy) — Ke " T (dy),
P, =Ke " T (—dy) — S,® (—dy),

where @ is the cumulative distribution function of standard normal distribution

and d; and d, are given by

d_ln(%)+<r+§>(T—t) o
1= T ’ 6D

57




5.2. Replicating portfolio 5. Introduction to options

The option price is a function of

Sy the price of the underlying stock,

K the option’s strike price,

r the market risk-free interest rate,
T —t time to maturity,

o  the volatility of the underlying stock’s return.

5.2 Replicating portfolio

Consider a portfolio consisting of the stock and a risk-free bond. The stock price S

is governed by the geometric Brownian motion
dSt = /I/Stdt -+ O'StWt, (53)

and the value of the bond is B, = ¢"*, with r being the constant risk-free return. We
are assuming here for simplicity that the initial bond price is one. Another inter-
pretation would be that B; represents the value of one dollar deposited in a bank

account. The portfolio’s value is given by
Vi = 1St + By

where ¢, is the number of shares in the portfolio at time ¢, v, is the number of bonds.
We require the portfolio to be to be self-financing, i.e. no funds are added or with-
drawn after the initial time. This translates to the immediate change in the portfo-
lio’s value at time ¢ being

dVi = 1dSy + d By,

where dB;, = rBdt, i.e. the structure of the portfolio does not change immediately

and the change in value arises only from the changes in prices, dS; and dB5;.

We define the discounted stock price process

~ S,
St = €_rtSt = Ei
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5.2. Replicating portfolio 5. Introduction to options

whose differential is

dS; = d(e™™S,) = —re " S, dt + e "dS,
= —re "S,dt +e (uStdt + aStth)

— o3, (“ —ar th) — 08,dW,,

g

where W, = =t + W, is the standard Brownian motion under () from Girsanov’s

theorem. The discounted price S is hence a martingale under Q.

Let us now calculate the differential of the discounted value of the portfolio

d(e™"™V,) = —re "V,dt + e "V,
= —re” " (@tst + ¢tBt) dt+e " (@tdst + ¢tdBt)
= —refrtgotstdt + eiTt(ptdSt = QOtdgt,

which yields the expression for the value of the portfolio

t

t
V= Vot [ S =it o [ g8
0 0

This also proves that e "*V} is a martingale under @, since it is an It6 integral.

Taking B; as numéraire, i.e. expressing prices in terms of the money market in-
stead of in monetary units, we can switch to the risk-neutral probability measure @)
and to new variables S;, W, and V, = ¢ "'V, instead of S;, W; and V; and simplify
(5.3) to

dS, = oS, dW,.

Furthermore, we obtain the time ¢ value of a portfolio created by the strategy ¢ as
~ ~ t ~
Vi=Vo+ [ puds, 54)
0

In order for the self-financing portfolio to be a replicating portfolio of an option,
we require that its terminal value is equal to the option payoff H, ie. Vi = H. In
the absence of arbitrage, the price of the option must be equal to the value of its
replicating portfolio at every time 0 < ¢ < T. Thus, the option price at time ¢ is

given by V; = ¢S, + ¢, B;, which, after the change of numéraire, is equivalently
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5.3. The Black-Scholes PDE 5. Introduction to options

written as (5.4).

5.3 The Black-Scholes PDE

Let V; be the value of a European option at time ¢. Black and Scholes [5] and Merton
[37] argued that V; should be a function of two variables, the price of the underlying
stock S; and the time ¢, i.e.

Vi = u(t, S) (5.5)

for a smooth function u(t, ) defined on [0, '] x [0, c0). It also depends on the option’s
strike price K, the risk-free interest rate r, and the volatility of the underlying stock’s
return o, but these are assumed to be constant. As a matter of fact, there must be a

function u(t, S;) such that (5.5) holds because V; is given as
V= B2 [e 7T V]

and this is a conditional expectation of a deterministic function Vi = h(Sr) of the
Markov process S. Thus the conditional expectation only depends on the time ¢,

when it is computed, and on the value of ;.

We consider a replicating portfolio and we set
u(t, St) = @Sy + i By. (5.6)
Appying Itd’s formula to V; = u(t, S;), one obtains
AV = uy(t, Sp)dt + ug(t, Sy)dS; + %uss(t, Sy)d[S];
= (ut(t, Sy) + ug(t, S ) Sy + %usg(t, St)OQStQ) dt +ug(t, S))o Sy dW,.  (5.7)
On the other hand, the portfolio is self-financing so
dVy = @ud Sy + yr Bydt. (5.8)

Combining this with (5.6), we obtain

t, St) — Sy

t

TBtdt

Vi — s, +
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5.3. The Black-Scholes PDE 5. Introduction to options

= [(M —71)@Sy + rult, St)} dt + po SpdW. (5.9)

Expressions (5.9) and (5.7) express dV. Comparing the terms containing dWW, we

conclude that the number of shares in the replicating portfolio is given by
¢r = us(t, St).

This called delta hedging because the derivative of the option price w.r.t. the stock

price is called the option’s delta. Comparing the terms containing d¢, we obtain
wlt, ) + 50*SPuss(t, 5) = —rSus(t, 5) + ru(t, 5,).

Since this has to hold for any positive value of S, the function u(t, S) needs to satisfy
w(t, ) + rSug(t, ) + %oﬂs%gsu, ) — ru(t, ) = 0 (5.10)

fort € [0,7] and S > 0. Equation (5.10) is called the Black-Scholes partial differential

equation.

Note that we have not used the fact that we are pricing a European option. The
Black-Scholes PDE (5.10) holds for any derivative whose value depends only on

time and the stock price.

To price a European call option, we impose a terminal condition on u, setting it

equal to the option payoff
u(T, Sr) = (Sp — K)*. (5.11)

The solution of (5.10) subject to the terminal condition (5.11) yields the famous

Black-Scholes pricing formula
V, = 5@ (dy) — Ke "0 (dy)

with d; and d5 as in (5.1), (5.2).
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5.3. The Black-Scholes PDE 5. Introduction to options

Black-Scholes PDE and the change of numéraire

Note that we could change to the risk-neutral measure () and change numéraire to
the money market B, = €. This results in discounted prices being used instead
of the original prices. Thus, one works with dS; = 0S,dW, instead of the original
dynamics (5.3) and

dV, = ¢,dS, (5.12)

instead of the self financing condition (5.8). This is compared to the Itdo formula

applied to V; = u(t, S;), which yields

- - I 1 -
dVi = uy(t, Sp)dt + ug(t, S;)dS; + 5uss(zt, Sy)d|S]

t

~ 1 ~ ~ ~ ~
= (Ut(t, St) + 5U55’<t, St)O'QSE) dt + Us(t, St)UStth. (513)

Comparing (5.13) to (5.12), we obtain that the delta hedging strategy remains un-

changed after the change of numéraire

which is known as numéraire invariance, but u solves a reduced Black-Scholes PDE
L 9
u(t, S) + 3¢ Sugs(t,S) =0
fort € [0,7] and S > 0, with the terminal condition
w(T, St) = e "Th(e" T Sy).
In case of a European call option, the terminal condition is
. - +
u(T,St) = e "Th(eSp) = e (eTTST - K) e (Sp— K)",

which is the discounted payoff.
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5.4. Asian options 5. Introduction to options

5.4 Asian options

Options with more complex dynamics, whose value depends on other variables
in addition to time and the price of the underlying stock, are referred to as exotic
options. Asian options, a common type of exotic options, are derivatives whose payoff

depends on the average of the underlying stock price over a given period of time.

5.4.1 Arithmetic and geometric average

Based on the type of averaging used, we distinguish between arithmetic average
Asian options and geometric average Asian options. The arithmetic average process

is given by

1 t
A== | S.dr,
+ TAST

whose differential is
1

The geometric average of numbers 1, ..., z, is defined as

Inz¢ —i-'--—i-lnxn)

{Vxlxxgx---xxn:exp(
n

and so we define the geometric average process as

1 t
A; = exp (f/ In STdT) .
0

To express the differential, we first calculate

I 1
dln At =d (f/ov In STdT) = f In Stdt
and hence
1 1
dA; = d (") = Adln A, + S Ay (d o A)* = oA S,dt (5.15)

because (dIn At)2 = 0.

Note that if we define the average processes as A, = % fg Sydr, resp. A, =

63



5.5. PDE for Asian options 5. Introduction to options

exp (% fot In STd’7'> for the arithmetic and geometric options respectively, it allows

us to unify the expressions for the differential of A as

S

with f(t,z) = £ for the arithmetic average option and f(t,z) = £ for the geo-

metric average option.

In this thesis we focus solely on arithmetic average Asian options which are more

common.

5.4.2 Fixed strike and floating strike

If the average price comes into place of the spot price, we say the option is a fixed

strike Asian option. Its payoff is

h(Sr, Ar) = (Ar — K)*
in the case of a call option and

h(Sr, Ar) = (K = Ar)"

in the case of a put option. The other type is a floating strike Asian option where the
strike price is not known in advance and it is determined by Ar. The payoff of a

floating strike call option is given by
h(Sr, Ar) = (Sp — Ar)"
and the payoff of a floating strike put option by

h(St, Ap) = (Ap — Sp) ™.

5.5 PDE for Asian options

Since the payoff of Asian options depends an the average stock price as well as on

time and the stock price at maturity, it is not possible to write the value of an Asian
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5.5. PDE for Asian options 5. Introduction to options

option as a function of only ¢ and .S;. We need to add a third variable A; and instead
of (5.5) we assume
V;/ = U(t, St, At) (517)

for a smooth function u(¢, S, A) defined on [0, 7] x [0, 00) X [0, 00). The pair (5, A) is
given by a pair of stochastic differential equations so it is a two-dimensional Markov
process and there is a function u such that (5.17) holds. Using Itd’s lemma, we

express
1
d‘/t = Utdt + USdSt + UAdAt + §U5’5d[5}t

dA 1
= (Ut + puSiug + d—ttuA + 5025§U55) dt + o SyugdWy, (518)

where we dropped the arguments (¢, S;, A;) of the derivatives of u. The value of %t
in (5.18) depends on the type of averaging. It is given by (5.14) and (5.15) for an
arithmetic and a geometric average Asian option respectively. Expression (5.18) can
again be compared to the self-financing replicating portfolio with dV" expressed in
(5.9) as

dV, = [(,u — 1)peSy + rul(t, Sy, At)] dt + ;0 S dW;. (5.19)

Expressions (5.18), (5.19) yield that the replicating portfolio is again achieved by

delta hedging
o1 = us(t, S, Ar) (5.20)
and u(t, S, A) solves the PDE
dA 1
uy + rSug + d_ttuA + 5025%35 —ru=20 (5.21)

fort € [0,7], S > 0and A > 0. The terminal condition is
U(T, ST, AT) = h(ST, AT),

with h giving the payoff for the particular type of Asian option.

In case of an arithmetic option, the PDE (5.21) becomes

1 1
uy + rSug + TSUA + 502521155 —ru =20 (5.22)
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5.5. PDE for Asian options 5. Introduction to options

where we used (5.14), and for a geometric option we use (5.15) to obtain the PDE

1 1
uy +rSug + TAlnSuA + 502521@55 —ru=0. (5.23)

Compared with the Black-Scholes PDE for European options (5.10), the PDE for
Asian options (5.21) has an extra dimension and it contains the additional term
dd_l?uA (ta S 3 A) .

The dimension of equation (5.21) can be reduced from two space variables to a
single one, as we show later in Section 6.5 and use in numerical solutions in Section

7.1. In Appendix A we show also other dimension reductions.
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Chapter 6

Quadratic hedging theory

In this chapter we present selected results from the theory of quadratic hedging, re-
lying mainly on Pham [40] and Schweizer [48] both of which provide an overview
of results and developments in this field. Other notable sources include the early
papers by Follmer and Sondermann [19] and Follmer and Schweizer [18] or more
recent papers which extend the results for more general settings. Cerny and Kallsen
[12] study quadratic hedging in a general setting of a semimartingale market. Denkl
et al. [14] study delta hedging strategies in exponential Lévy models which is fol-
lowed by Cerny et al. [11] where the authors find that the presence of jumps in-
troduces a comparable hedging error as discrete implementation of a continuous

strategy in the Black-Scholes model.

We begin this chapter by describing the simple motivation for quadratic hedging
— in an incomplete market there are unattainable claims and thus a hedging error is
introduced which is then studied and possibly minimized. Then we describe dis-
crete delta hedging strategies which have been studied for European as well as for
certain other types of options. We develop an approximation of the mean squared
hedging error for a discrete hedging strategy which agrees with known approxi-
mations for discrete delta hedging strategies from literature. Finally, we apply this
approximation to Asian options and propose a method of evaluating the hedging

error approximation by use of partial differential equations.
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6.1. Motivation of quadratic hedging 6. Quadratic hedging theory

6.1 Motivation of quadratic hedging

A simple financial market can be described on a filtered probability space (2, F,
{Fi}o<i<r, P) by the processes B and S giving the prices of basic assets — a risk-
free bond and a stock, respectively. It is convenient to take the bond as numéraire,
making the bond price 1 at all times, and work only with the stock price S = S/B
expressed in terms of the bond rather than with the original price S expressed in

monetary terms.

A portfolio strategy is a pair (i, ), where ¢, is the number of stocks in the portfolio
at time ¢ and v, is the amount invested in the bond. Since the bond’s price is 1 at any
time, 1/, is also the number of bonds held in the portfolio. The process ¢ is assumed

to be predictable and v is adapted. The value of portfolio (¢, ?) at time t is given by
Vi = 05 + .
A portfolio is self-financing (see Section 5.2) if
dVy, = SOtdgt

and in that case the portfolio’s value can be written as

t
0

where 1} is the initial investment needed to start the strategy. Note that ¢ can be

written as

t
e =Vi— S =W +/ prdSr — iS5,
0
so a self-financing strategy (¢, v) is fully described by the pair (14, ¢).

A contingent claim H is attainable if there exists a self-financing strategy with
Vr = H. If the market allows no arbitrage, the price of H at any time must be given
by V;. In particular, the initial price must be Hy = V{. An attainable claim H can be
written as

t
H, = H0+/ ©ldS,
0

where (Hy, p!7) is a hedging strategy against H. A market is said to be complete, if
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6.1. Motivation of quadratic hedging 6. Quadratic hedging theory

any Fr-measurable claim H is attainable. Otherwise, the market is incomplete.

Recall Section 5.3 where we showed that in the Black-Scholes model, the hedging
strategy ¢ for a European option is given by delta hedging, i.e.

Py = Us(t, St>7

where u(t, S;) denotes the option price at time .

In reality, however, one rarely encounters a complete market. For this reason
we consider an incomplete market where non-attainable contingent claims exist.
These can no longer be hedged perfectly and so it is sensible to look for the best
possible hedge according to some criterion. One of the most widely used criteria is
based on keeping the self-financing condition but relaxing the replication condition
Vr = H. Thus, a hedging error, also referred to as tracking error in literature (cf. [3]),

is introduced .
H=VaVoo)=H Vo~ [ ¢.a5,
0

The aim of quadratic hedging or mean-variance hedging is to look for a strategy (14, ¢)

which minimizes the mean squared hedging error (MSHE)

T ~
(H -V —/ 907d57>
0

over all V; € R and S-integrable processes . The use of a quadratic criterion means

2

e(Vo,p) = E : (6.2)

that positive and negative values of the hedging error are penalized equally. This
might seem as a drawback, but it makes the resulting strategy applicable to both

buyers and sellers of options and it leads to close replication rather than profit.

The strategy which minimizes the mean squared hedging error error 2, defined
in (6.2), among all admissible strategies is referred to as the globally optimal strategy,

dynamically optimal strategy or the mean-variance hedge.

In a complete market any risk connected with investment in any claim can by
offset by investing in the replicating portfolio. If the market is incomplete, however,
it is not possible to eliminate completely the risk connected with investing in an
unattainable claim. The globally optimal strategy minimizes the total variance of the

hedge and thus investing in this strategy is also known as global risk minimization.
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6.2. Discrete delta hedging for a European call 6. Quadratic hedging theory

6.2 Discrete delta hedging for a European call

An important aspect of hedging strategies is that they often require the portfolio
to be continuously dynamically adjusted. This is also the case of delta hedging
in the Black-Scholes model, where the strategy dictates that the portfolio contains
¢ = ug(t, S;) units of the underlying stock at each time ¢. In reality, this is not plau-
sible mainly because of transaction costs which make continuous trading infinitely

expensive.

When a continuous replication strategy is applied discretely, it no longer provides
perfect replication and the resulting hedging error has been studied by numerous
authors. The hedging error of discretely rebalanced European option hedges in the
presence of transaction cost was first studied in Leland [35] and the results were
later extended in Toft [51]. Both papers show evidence that the option cash gamma
S%ugs(t, S) plays an important role in hedging error approximations. More recent
results on quadratic hedging in presence of transaction costs can be found in Kallsen
and Muhle-Karbe [30].

However, the majority of quadratic hedging literature assumes no transaction
costs and so do we in this thesis. We mention two such papers by Bertsimas, Kogan
and Lo [3] and by Gobet and Temam [22] which study the hedging error of discrete
delta hedging strategies and are of importance for our work. Bertsimas, Kogan and
Lo [3] study the discretely implemented delta hedging for European options in the
Black-Scholes model. They derive an approximation for the mean squared hedging
error and show that it is of the order O(At), where At is the length of the rehedging
interval. The same approximation was derived independently in Zhang [57]. The
results of [3] have been extended to stochastic volatility models by [24], exponential
Lévy models by [14] and to general Itd processes with jumps by [50]. Gobet and
Temam [22] show for a wider class of options that the rate of convergence is between
VAt and At, depending on smoothness of the payoff. Their research was followed

by [21] where hedging errors of delta-gamma strategies are studied.

Consider a delta hedging strategy implemented at discrete times during [0, 7.
Let the trading times ¢;, be given by ¢, = kAt for k = 0,...,n with At = T'/n. At
each t; the investor rebalances the portfolio so that it contains ¢;, = ug(ty, gtk) units

of the stock. This amount is then held until the next trading time ¢;.,. A discretely
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6.2. Discrete delta hedging for a European call 6. Quadratic hedging theory

implemented delta hedging strategy is then given by

o = oy = us(0(t), Sorr)) s

where 60(t) = sup{ty : t; <t} = || At denotes the last trading time up to time ¢.

The hedging error of this strategy is given by

H = Vi (Ve ) = /OT (pr — %) d5, = /OT [us(r. 5,) — us (07, )| 05

and the mean squared hedging error is

e(Vo,p")=E

(/OT [us(T, S,) — ug (6(), 59(7))} dgT) 2] . (6.3)

Bertsimas, Kogan and Lo [3] derived the approximation of (6.3)

(Vo o2 = 2 F [/OT <02(7, S.)S2ugs (T, ST)>2CZT:| + o(At) (6.4)

under the assumption that the option is of European type and the stock price follows

the generalized Brownian motion
dSt = /L(t, St)Stdt -+ O'(t, St)Stth,

where the coefficients p(t, S) and o(t, S) are such that o(¢, S) is bounded from below

by a positive constant oy and there exists a constant K; > 0 such that

B+

99957 (H5)

(67

05«

aﬁJr’y
’Wu(t, S)’ + ’ ‘ + ' (Sa(t,S))‘ <K;
where (t,5) € [0,7] x [0,00), 1 < a <6,0< 5 <1,0 < v < 3, and all par-

52 60‘0'(15,5)

55a must be bounded for all

tial derivatives are continuous. Furthermore,
2 < a < 6. Alternatively, the approximation (6.4) is also shown to be valid without
the condition on boundedness of SQaagT(Z;S) in case that the derivative payoff is six
time continuously differentiable with bounded derivatives which is not satisfied by

simple European options.
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The square root of the coefficient of the O(At) term in the approximation (6.4)

\/%E {/OT <02(7‘, S7)S%ugs (T, ST))QdT:|

is called temporal granularity by Bertsimas, Kogan and Lo [3] because it measures

how granular time is, i.e. how much hedging error is introduced by implementing
a continuous strategy discretely. The square root is used because the authors work

with the root mean squared error instead of the mean squared error.

Connection to optimal hedging

In addition to the globally optimal hedge, which minimizes the MSHE (6.2), quad-
ratic hedging literature also works with the so called locally optimal hedge defined for
discretely applied strategies to minimize the conditional expected one-step squared
hedging error. More precisely, the locally optimal strategy is defined at each trading
time t;, k = 0,...,(n — 1), to minimize with respect to F;, -measurable V;, and ¢,

and subject to V = H the expectation

- 2
Etk |:<‘/tk + SOtkAStk+1 - V;fk+1> :| ) (6'5)
where AS;, ., = S,., — Si,. The process V; is called the mean-value process and it

can be expressed as
V;tk = Ez;kk [V;S)H-l] = E:k |:E:k+1 [‘/;k+2j|i| == Eikk [H] s

where the expectations are taken under the so-called minimal martingale measure
(cf. [13]).

In contrast to the locally optimal strategy which minimizes (6.5) with respect to
both ¢;, and V;,, the globally optimal strategy acknowledges that at time ¢, the
value of the self-financing portfolio is given by (6.1) and cannot be chosen arbi-
trarily. While the locally optimal strategy assumes that the value V; of the hedging
portfolio is always at its optimum, the globally optimal strategy adjust for this not
always being true. The two strategies are well explained and compared to the delta

hedging strategy on a specific example in [10, Chapter 13].
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The locally optimal strategy is according to [13, eqn. (4.6)] given by

COUtk (WHNAS’MH)
€tk = ~ ’
VCLT’tk (AStk+1>

It is suboptimal in terms of minimizing the unconditional MSHE (6.2) which is for
the locally optimal strategy (cf. [13, eqn. (4.10)]) given as the sum of the one-period
expected squared hedging errors plus the square of the difference between the initial
endowment v and the value of 1}

n—1

52(”75) = (U - ‘/0)2 + ZE (Etk |:<‘/;5k + ¢tkA§tk+1 - %k+1)2:|> :

k=0

Literature finds that the delta hedging strategy performs very similarly to the lo-
cally optimal strategy and in case of independent and identically distributed returns
it is also very closely related to the globally optimal strategy (cf. [10, Chapter 13]).
Moreover, in the Black-Scholes setting, where the option price is driven by a geo-
metric Brownian motion dS; = pSidt + 0S5,dW,; with nonnegative drift p, the delta
hedging strategy coincides with the globally optimal strategy (cf. [14, Remark 3.5]).
Thus, studying the performance of a delta hedging strategy gives valuable insight
into locally and globally optimal hedging.

6.3 Mean squared hedging error approximation

In this section we provide a heuristic derivation of an approximation of the mean
squared hedging error (6.3) for the discretely applied delta hedging strategy. As-

sume the discounted stock price dynamics under the risk-neutral measure are
dgt = O'(St)th

so that one has
_ N2 _
d[S), = <dSt) = 02(S,)dt.

The integral in the expression (6.3) for the MSHE of a discrete delta hedging strat-
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egy can be written as the sum of integrals

te—1

T B n tr 5
/0 (@T_@f)dST:Z/ (QOT_Sof)dST
k=1

so the total hedging error is the sum of hedging errors in the individual rehedging

periods.

Consider the one-period mean squared hedging error and for simplicity consider

the first interval between t, = 0 and ¢; = At

([t 2)05.)

where we write the one-period MSHE in terms of the martingale

2

E = E[M3,], (6.6)

At . At )
Mnay = / (907' - (Pf) dS; = / (SOT - 900) dsS;,
0 0

whose differential and quadratic variation are

Note that M, = 0 so for M? one has

At
Mit =2 MTdMT + [M]At- (67)
0

Using the martingale property of M, £ < fOAt MTdMT> =0, (6.6) becomes

el =] "] = B[ [" o - o oS0

— /OAtE [(4% _ @0)2 02(5*7)} dr = /OAtE [Mf] dr, (6.8)

where we define M, = (¢, — ) 0(S,). Expression (6.8) contains the expectation

E [Mf] which resembles the term E [M3,] of (6.6). M starts at zero so (6.7) holds

also for M but, unlike M, M is not a martingale so E ( fom MTdMT> will no longer
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be zero and thus one has

E [MQ] —2F UU Mtht} o UOTd[M]t] .

Assume for now, that the first term is negligible compared to the second one, i.e.
B[] ~ B [/ d[m] |
0

Using Itd’s lemma, we compute

th = (¢ — o) d(U(gt)) + U(gt)d@t + d[% G(S)]t’

d[M]; = 02(§t)d[90]t + (¢t — 800)2 d[U(S)L +2 (1 — o) U(St)d[% U(S)]t-

Now, as At — 0, the terms containing (y; — ¢o) for ¢ € [0, At] will be relatively small

and for this reason they should be dominated by the first term, i.e.

d[M); = o*(S,)d[¢],.

Thus we obtain the approximation

E[M2)] = /OAtE [Mf} drz/OAtE [/O 02(&)(1[@]3} dr.

Recall that the delta hedging strategy is given by ¢, = ug(t,S,). Itd’s lemma
yields

_ .1 3
dpr = us(t, Sp)dt + uss(t, S¢)dS; + §USSS(t7 S)d[S]e, (6.9)

) SN2 - . L \2
dlply = (dey)” = (uSS(ta St)) d[S]; = <U(St)u55(t, St)) dt. (6.10)
For t € [0, 7] we make the approximation

/ 0252d[p], = / o*(S)I2dt = o* <§0> o7+ O(r?),
0 0
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where I'y = ugg(t, 5}) is the option’s gamma at time ¢, and we obtain

[ e[ e ar= [ ooz - G )

The one-period mean squared hedging error approximation for the first interval

([ e otyas) | ~ & (s)

which translates to the general one-period MSHE approximation

By, [( /t :kl (pr — ©2) d5‘7>

The total mean squared hedging error (6.3) for the discrete delta hedging strategy

is thus

E

2
N
( ;) o (Stk_1> r2 (6.11)

~
~

can be evaluated as

2(Vo, ) = F (/ttk (907 _ SOTA) dS'T) ]

For At — 0 the sum can be replaced by an integral leading to the MSHE approxima-
tion
At

SV, o)~ S E [/T o (St) rfdt] . (6.12)
0

For the setting considered by Bertsimas, Kogan and Lo, i.e. 0(5‘) = o(t, 5)3, this

approximation coincides with their expression (6.4).

The full expression for the one-period mean squared hedging error (6.11) is
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_ (AQt)204 ( St> o

173
+ / (Ri+ Ry + Ry + Ry)dr,  (6.13)

th—1

where R;-R, represent the remainders

R =E,, _2 / ' Mtht] , (6.14)
| e

Ry =E,,_, _/tT_ (o1 — @tkl)zd[a(é)]t] : (6.15)

Rs=E,_, /t 2 (0 — 1p_,) a(ét)d[go,a(é)}t_ : (6.16)

Ri=E, . _ /t T_ (04(&)1? . 0—4(S*tk71)rfk71) dt_ , (6.17)

with M is defined by (6.8) as M, = (ot — o1, 1) o(S;). It remains yet to be shown
in future work that these remainder expressions R;-R, are of order o(At) so that
they are dominated by the first term of (6.13) and the one-period approximation
(6.11) is valid and then also the total mean squared hedging error approximation
(6.12). However, numerical experiments for Asian options in next chapter support

the validity of the approximation.

Mean squared hedging error for a general strategy

In case of a general strategy ¢ we no longer have explicit expressions for its dynam-

ics of the form (6.9), (6.10) but we have general expressions

dp, = bYdt 4+ /L dW, (6.18)
dlply = cfdt, (6.19)

with b¥ and v/c# being the drift and volatility processes of the strategy ¢.

This reflects in the expression for the one-period mean squared hedging error

77



6.4. Mean squared hedging error for Asian options 6. Quadratic hedging theory

(6.13) of discretely exercised strategy ¢ in the following way

t 2 2
K N At -
E;, | [(/ (ng—gpf) dST> ] — ( 2) o*(Sy )t
th—1

th R
+ / (Ri+ Ro+ Ry + Ry)dr,  (6.20)

lk—1

where R;-Rj; are the same as in (6.14)-(6.16) and R, is given as

R4 - Etk71

k—1

/tr (UZ(gt)Cf - 02(5@,1)0&71) dt] ) (6.21)

Again, as in the case of the discrete delta hedging strategy, if the remainder terms
Ri-R3 and R, are of order o(At), then we obtain the mean squared hedging error

approximation for a general strategy

2 A At 4 2 ©
e*(Vo, =) ~ 7E o“(Sy)cfdt| . (6.22)
0

6.4 Mean squared hedging error for Asian options

As we discussed in Section 5.4, in case of Asian options one has to consider an
additional state variable A;, describing the average price of the underlying stock, in

addition to time ¢ and the stock price S;.

We are interested in approximating the mean squared hedging error for a dis-
cretely implemented strategy ¢ for an Asian option. The general expression is given

by (6.22) and one needs to evaluate the expectation

E [ /0 ' UZ(ST)cdel

in order to obtain an estimate of the MSHE.

Define martingale M given as the conditional expectation

T t T
M, =FE, {/ UQ(ST)Cde} = / o*(S,)c?dr + E, [/ 02(5’7)0de}
0 0 t

and write the last conditional expectation as a function v of the state variables ¢, S
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and A4, i.e.
T
v(t, Sy, Ay) = E; {/ UQ(ST)Cde] : (6.23)
¢

The MSHE approximation (6.22) can then be expressed in terms of v as

At
52(‘/(% SOA) ~ 7”(07 SO) AO)

Consider the stock price dynamics
dSt = [LStdt + UStth
and the arithmetic average process

1
dAt - TStdt

Itd’s lemma for M yields

th = O'2St2€fdt + Ut(t, St7 At)dt + Us(t, St, At)dSt + 'UA(t, St, At)dAt
1
+ §USS(t7 Sy, Ap)(dS;)?

1 1
= 0282 + v, + pSpvg + TStUA + 502531)55 dt + oSyvgdW. (6.24)
Since M is a martingale, its drift must be zero and we obtain the PDE for v(¢, S, A)
1 1
02S%cf +u(t, S, A) + pSvs(t, S, A) + ?SUA(t, S, A) + 502521)35(15, S,A) =0 (6.25)

fort €[0,7],S >0and A > 0.

The terminal condition is
v(T,S,A) =0 (6.26)

as at t = T, the integral in the definition (6.23) of v runs from 7" to 7.

The delta hedging strategy for an Asian option is given by (5.20) as ¢, =
ug(t, St, Ar), where u(t, S;, A:) is the option price with u(t, S, A) being given as the
solution of the PDE (5.22)

1 1
uy + rSug + TSUA + 5025%55 —ru=20
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fort € [0,7], S > 0and A > 0, together with the terminal condition
w(T, Sr, Ar) = h(Sr, Ar), (6.27)

with h giving the payoff for the particular type of Asian option.

For ¢y = ug(t, Si, Ay) 1td’s lemma yields

1
dg@t = Utsdt + USSdSt + USAdAt + §USSS(t, St)d[S]t,
2

digle = (dg0)* = (uss(t, S At))2d[S]t = (0Suss(t. 5. A)) di

50 ¢f = (0Suss(t, S;, A;))? in the PDE for v (6.25).

The general MSHE approximation (6.22) thus becomes in this case

A T . A
2(Vo, 02) ~ {E U aQ(St)cfdt] = {E [
0

T
/ 04Sfu?g5(t,5t,At)dt]. (6.28)
0

The Asian option price and the mean squared hedging error of the discretely

implemented delta hedging strategy can be found by solving the system of PDEs

1 1
u; + rSug + TSuA + 5025%35 —ru=20 (6.29)
2 1 1
(0282uS5> + v + puSvg + ?SUA + 502521)55 =0 (6.30)

with terminal conditions (6.27), (6.26).

6.5 Dimension reduction for the Asian MSHE

The dimension of the PDE (6.29), which we derived in Section 5.5 and which de-
scribes the Asian option price, can be reduced from two state variables, S and A,
to a single state variable. In Appendix A we survey four dimension reductions in
the order they were proposed by Ingersoll [26], Rogers and Shi [45], Vecet (2001) [53]
and by Vecet (2002) [54]. The last mentioned reduction of Vecet (2002) [54] applies to
both fixed and floating strike options and leads to the simplest reduced PDE which

is numerically well-behaved for a wide range of parameter values.

In this section we derive the reduced equation of Vecet (2002) [54] and we reduce
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the dimension of the MSHE equation (6.30) in a similar manner, leading to a reduced
version of the system (6.29), (6.30) describing the mean squared hedging error of
a discretely applied delta hedging strategy for an Asian option. This dimension
reduction enables us to formulate the model in a way which resembles models for

European options from literature and we compare our model to these models.

Consider a risk-free bond that pays the value of 1 at maturity 7', whose price is
P(t,T) = AU

and a stock, with a dividend yield 4, whose price S; is governed under the physical

measure P by the geometric Brownian motion
dL(S), = pdt + odW,.
In addition, consider a forward fund containing one stock at time 7', whose value is
F, = Ste*‘g(T*t).

Finally, define fund I whose value at T equals —K + fOT Srdr. The value of this

fund at times ¢t < T'is

~ 1 [t (r=0)(T—t) _ 1
F,=emTD( K+ —/ Srdr + Ste—A ;
T Jo (r—90)T

so, denominating the value in terms of the risk-free bond, we may write

F 11— = (r=8)(T—1)

Ft 1 e—(r=8)(T—1) F,
! (P(t,T)> (=T ! <P(t,T)) '

We intend to use fund F' as numéraire and, in particular, we are interested in

F, 1 [t
P(t,T)__K—i_T/O STdT+

and

the dynamics of '/ F, i.e. the dynamics of fund F' denominated in units of fund F,

which we express in (6.34) below.

Using the dynamics of the risk-free bond, dP(t,T) = rP(t, T)dt, the Itd quotient
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rule yields

P PP

F _F(dF dP dFdP (dP\’\ dF FdP
F P FP B

d— = —
P P P

and an analogous formula holds also for '/ P instead of F'/ P. Thus, we may express

F  -dP 1—e =0T p  _4p

dF = Pd— + F— = _ Pd— + FF—
P J2 (r— 87T JZ P
1 — o= (r=0)(T-1) .
—_--c (dF _ FE) L par
(r—96)T P P
1T \ gp ] — e =HT-0)
— (P )| T GFE (6.31)
(r—20)T P (r—20)T

Taking F' as numéraire and using numéraire invariance, (6.31) yields

| _ehTn \ 1 p
dy = [ F - P la 6.32
X ( (r—3)T )P F (6:32)

where d(P/F') can be calculated by the Itd quotient rule

P P (dP dF dPdF [(dF\?\ P o,
df——< —————— +(?)>—F<rdt—dﬁ(5)—6dt+adt>.

Finally, we denote F'/F by Y, introducing the new, reduced variable

n N 1t _ —(r=8)(T—
Yt = F — ()T T Jo SrdT — K + - _ - (6.33)
Fy St (r—96)T
and write its dynamics (6.32) as
1 — o= T-1) )
dx = | x — < r—0+0°)dt —dL(S)) . 6.34
X (x = )(( )t —dL(S)) (6:34)
6.5.1 Option price
Note that since Fr = —K + % fOT S-dt we may write the price of a fixed strike Asian

call option to be the discounted expectation of the payoff under the risk-neutral
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measure ()
_ i
O, = e TR [F;] = T OEQ (B B | S| = BB [xE] (6.35)
T

Under (), the dynamics of S read
dL(S), = (r - 5) dt + odW2,
where W is a standard Brownian motion under Q. The Radon-Nikodym derivative

of the change of measure from () to P* is

dp* Fr

T T BelAT

The density of this change of measure is

7= B0 7y) = B BlISn) 5l D00 S, oy
' EQ[Fr]  E9Sr]  Gpelr=9)T Sy

and Itd’s lemma yields

7 .
Az, = 2tds, — (r . 5) Zydt = 0 Z,dWE
St

P* is a forward measure associated with /' which means that prices denominated
in units of F' are P*-martingales (cf. [47, Section 9.4]). Indeed, form (6.35) it is readily
seen that C'/ F, the option price denominated in F, is a P*-martingale because C =

Ef 50 (6.35) can be written as

C; Cr
—=E|=].
w7 ]

Now we confirm that F'/F is also a P*-martingale by calculating its drift. Lemma
1.14 yields the P*-drift of £(5)

i :<r—5>+%02(dWQ)2:r—5+02

and from (6.34) the drift and volatility of x under P* are

i _ o (r=0)(T-t) .
oo (L_Llze” (7’ 40— b§<S>) —0, (6.36)
F (r—96)T
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7 _ o (r=8)(T—1)
NE- (E_l < )0, (6.37)

F (r—0)T
The P* expectation in (6.35) can be written as a function of the state variables

ftxe) = Ef [(xr)"]
where f(t, x) satisfies
fr +05f + %ci‘fxx =0. (6.38)

due to the martingale property of conditional expectation. The terminal condition

Cp = Ff translates to f(T,x) = x*.

Substituting for the drift and volatility from (6.36) and (6.37), the PDE (6.38) for

describing the option price becomes

A 2
0.2 1— e—(r—é)(T—t)
ft + — (X - x ) fxx = 07 (639)

2

Having solved (6.39), the option price can be calculated from (6.35) as

C, = L E} [XJTF} =FEf(txe)-

For a stock without dividends, i.e. with § = 0, equation (6.39) coincides with the
PDE of Vecet (2002) [54] which we present in Appendix A. The reduced PDE (6.39)
can also be derived from the original PDE for an arithmetic Asian option (5.22) by

use of the scaling
= @—(T—S)(T—t) A — K 1—e 0Tt

s (r—0)T
(6.40)

u(t, St, Ay) = e_S(T_t)Stf(t7 Xt)s Xt

In case of a floating strike call the price can be calculated by solving the same
PDE (A.21) but the terminal condition changes to f(7', x) = (1 — x)™ to describe the
floating strike payoff. The parameter K denoting the fixed strike is in this case set

to zero.
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6.5.2 Mean squared hedging error

Now we describe the mean squared hedging error of a self-financing strategy con-
sisting of » units of fond F and ¢ units of fond F. The value of this portfolio is given
by
t _ t
Vi=Vo+ [ Gudfi s+ [ oudF,
0 0

Vi W /t~d
Ft FO OQ)OT XT?

which becomes

when F' is taken as numéraire. Note that ¢ is the same as before due to numéraire

invariance.

The mean squared hedging error for strategy ¢ is given by

2= |(Fr-vi) | - e [F) B [(%E—)

with the Radon-Nikodym derivative of the change of measure from the physical

(6.41)

measure P to P*
B dP* B F%

Zp=—— = .
"7 4P E[F2]

The density of the change of measure is

Y

;B [Z ] B Et[F%] B Et[S%] B St2€(2u+02)(T—t) B & 26_(2M+02)t
=Bl = = Es) T s 5,

where we used the fact that

5 2
S:2r — <S06<M_02>T+UWT) _ Sge(Qu—a2)T+20WT

which is, under the physical measure P, lognormally distributed with E; [S7] =

S2e(2#4+9%) (=0 14575 lemma for Z yields

dz 1

dsS dsS

2
S ) — (2pn+0?) dt) = odW.
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By Lemma 1.14, the P*-drift of £(S5) is

pES) = pES) | dL(S)dL(Z)

_ 2
7t w+o

and hence, from (6.34), the drift and volatility of x under P* are

bX = b(t,x) = L= e oy 5 6.42
*x (aX)_ X — (T—S)T (T_ _:U“)7 ( )

(r— 5)T

Ve = eltx) = <>< - 6_“_5)@_”) . (6.43)

Note from (6.43) and (6.37) that ¢} = ¢¥ = c (¢, x) since the volatility of a process is

not affected by a change of measure.

6.5.3 Reduced model compared to literature

We have reduced the dimension of the problem by using the variable y; = F}/F}.
The fixed strike Asian option payoff is given by h(x) = x* and the mean squared
hedging error (6.41) is proportional to

Vi ([T ’
G- [ e |- (6.44)
FO 0

This setting resembles those used by Bertsimas, Kogan and Lo [3] and related litera-

E*

ture which studies hedging errors for European options. In [3] generalized geomet-
ric Brownian motion

dSt = u(t, St)Stdt + O'(t, St)Stth

is used for the stock price dynamics. The authors assume that o(t, S) is bounded
from below by a positive constant and partial derivatives of p(t,S), o(t,S) and
So(t,S) are bounded (see Section 6.2 for a more detailed description of the assump-

tions) to derive the MSHE approximation (6.4).

Now we want to verify whether these assumptions are fulfilled by our reduced
model where x takes the place of the stock price S. One difference is that x takes

negative as well as positive values (F, may well be negative) while S is positive.
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The dynamics of x read

1 — e—(T—S)(T—t) .
dy; = — _ r—20— p)dt +odW)),
Xt (Xt (r— )T (( 1) t >

where W* is a standard Brownian motion under P*, which can be written in the
form
dx: = ji(t, X¢)xedt + o (t, x¢) xedW; (6.45)

where we denote

. 11— e (r=0)(T-1) .
M(taxt): (1__ R (T—(S—ILL)7

Xt (r—0)T
e rh @)
a(t,x:) = 1—il < o.
Xt (r—0)T

Dynamics (6.45) do resemble the generalized geometric Brownian motion but
f(t, x¢:) and & (¢, x¢) do not fulfill the conditions imposed in [3]. The volatility process

(t, x¢) can get arbitrarily close to zero when

1 — = (r=0)(T-1)

(r—0)T

Xt =

and it may even be negative at times. Furthermore, partial derivatives of i(¢, x;)
and (¢, x;) all contain the term 1/x® with a > 1 so they are are not bounded for

X+ ~ 0 like required by [3].

Other papers like Zhang [57] or Gobet and Temam [22] make similar assumptions
about the coefficients having bounded derivatives so their results do not directly

apply to our reduced model.

6.5.4 Mean squared hedging error approximation

To evaluate the mean squared hedging error approximation (6.28) for a discretely
implemented delta hedging strategy for an Asian option we need to evaluate the

expectation

T
E [ / (02S2uss(r, Sr, AL)) dr | . (6.46)
0
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From (6.40) with § = 0, u(t, S, A) can be found by transform u(t, Sy, A;) = Sif(, x¢)

where
*T(Tft) At — K + 1 — G_T(T_t)

=e
Xt St rT ’

and f(t, x) solves the reduced PDE (6.39). We express ugg in terms of f

2
oy (A= K)? 1 [1—eTTY
ugs(t, S, A) = e @ “fox =g\ 7 — X Fxx

to write the expectation (6.46) as

T
E / (U2SEUS5<T,ST,AT))2dT]
0

T 1— e—T(T—T) 2 2
= /(; (UZST ( T - XT) fxx(Ta X‘r)) dr
T _ —r(T—71) 2 2
/0 (Uz (167_—71 - XT) fxx(Tv XT)) dT]

— E[F2] B [ /0 ! (c (t,xr) frx (73 X2) )2d7] , (6.47)

— B [F) B

where we used the same change of measure as in (6.41) with the density

Et[FZ%] St —(2 + 2)t
Z = = — Hro
CTEF S,

and c(t, x) is the variance process given by (6.43).

To evaluate the P*-expectation in (6.47) we define the P*-martingale

M, = B [ /0 (et (rxe) )QdT}
= [ (ctn st Var s 8 [ [ (et ) )]

and write the last expectation as a function of the state variables ¢t and x

g(t,xe) = B} [/tT (0 (t: X7) frox (T3 X7) )QdT} :

For t = T the integral runs from 7" to 7" so one has ¢(7, x) = 0. Itd’s lemma for M,
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6.5. Dimension reduction for the Asian MSHE 6. Quadratic hedging theory

together with the martingale zero drift condition yield the PDE for g(, x)

2 1
(c (t, x) fxx) + 90+ b(8 X)gx + 5 (6 X) g = 0,
where b(t, x) and ¢(t, x) are given by (6.42) and (6.43), respectively. Function f(t, x)
solves (6.39), from where ¢ (¢, x) fy, = 2f:, which can be substituted into the PDE.

The mean squared hedging error for a fixed strike Asian call option is thus de-

scribed by the system

Fl ) + 5600 Falt) =0, (648)
4(ft(t7 X)>2 +9:(t, x) + 0 (t, x) 9x (£, x) + %C (t,X) 9xx(t, x) = 0. (6.49)

with terminal conditions f(7,x) = x* and ¢(7, x) = 0. In case of a floating strike
call, only the terminal condition for f changes to f(T, x) = (1—x)" as argued earlier
in this section. System (6.48), (6.49) for the reduced functions f(¢, x), g(¢, x) can be
compared to the system (6.29), (6.30) for the original functions u(t, S, A), v(t, S, A) so

that one can see the simpler form of the reduced system.

Having solved the system (6.48), (6.49) the MSHE approximation (6.22) can be
evaluated using (6.47) as
At

2
~ —F
=

At

T
/ (0°S2uss(r, 57, A7) dr | = Z-55e ) Tg(0,x0). (6.50)
0
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Chapter 7

Numerical results

In this chapter we describe the numerical procedure used to calculate the the ap-
proximation (6.50) of the mean squared hedging error for discretely applied delta
hedging for an Asian option. As shown in Section 6.5 the approximation can be
evaluated by solving the system of PDEs (6.48), (6.49) which describes the Asian
option price and the MSHE. We first present solutions of the option price equation
(6.48) which is independent of the other PDE and can thus be solved on its own.
We then use the found solution f(¢,x) to solve the MSHE equation (6.49) which
enables us to evaluate the MSHE approximation (6.50). Finally, we compare these

approximations to actual MSHE values obtained from simulations.

7.1 Computing the option price
We start by solving the PDE describing the price of an Asian option (5.22)

1 1
Uy +rSug + fSuA + 502521@5 —ru=20

which was derived in Section 5.5. As proposed by Vecef [54] and shown in Section
6.5, the dimension of this equation can be reduced and the problem translates to
solving (6.48) (which was also labeled (6.39) earlier in Section 6.5)

2 2
0.2 1 — e—(r—é)(T—t)
fot = | x— - fx =10
2 (r—290)T e
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7.1. Computing the option price 7. Numerical results

with the terminal condition f(7,x) = x* in case of a fixed strike call option and

f(T,x) = (1 — x)7" in case of a floating strike call option.

The option price at time ¢ is then given as

. . A K 1 — e (r=8)(T-t)
Cy = u(t, St At) = Stefa(Tft)f (t, e (r=0)(T—H + ¢ ) (7.1)

Si (r—0)T

with the fixed strike K set to zero in case of a floating strike option.

For the purpose of numerical treatment we limit the considered range for
X € Rto x € [—Xmazs Xmaz) and we define the discretization for the time variable
tast; =1 xdt, i =0,...,n, with 0t = T//n, and the discretization for the spatial
variable x as x; = —Xmaz +J X 0x, 7 = 0,...,ny, with 0x = 2X;n42/n,. Furthermore
we denote by f; the approximation of f(t;, x;) and by ¢, the value of the coefficient

which multiplies 1 f,, in equation (6.39), i.e.

2 2
é = X(ti) =0 [y — G (7.2)
(r—29)T

with ¢(¢, x) defined in (6.43).

The Crank-Nicolson method for PDE (6.48) reads

1, 6t G0\ 1,0t
gt (1 ) 5 T

7.3
lci'—I—l ot z:+1 + 1 — i ot fz—l—l H—l ( )
47 (dx)27 2 (6x)? (0 ) s

fori=0,...,(n,—1)and j =1,...,(n,—1), which applies to both fixed and floating
strike options. What differs are the terminal and boundary conditions described in

the following subsections.

7.1.1 Fixed strike call

For the fixed strike call option the terminal condition for equation (7.3), established

in Section 6.5,
[t =max(0, x;), j=0,...,(ny,—1) (7.4)
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7.1. Computing the option price 7. Numerical results

is accompanied by the boundary conditions

fé:(), fvl‘LX:Xmaza i:O,...,(nt—l), (7.5)

which correspond to lim,_,_ f(¢,x) = 0 and lim,_, 1o f(¢,X) = Ximaaz, respectively.

Recall (6.40)
—(r=)(T—t)

o = e =T At;t K L 1 —(i 5
so Yy — —oo refers to situations where S and A are small. In that case the fixed strike
call with the payoff (A7 — K)* is unlikely to end up in the money, justifying the
former condition in (7.5). On the other hand, Y — +o0 refers to situations where A
is large (and S possibly small). In that case the fixed strike call is very likely to end

up in the money, justifying the latter condition in (7.5).

Denoting F* the column vector of interior point values in the i-th time layer, i.e.
, ‘ ‘ T
F* = (f{, cey ;X_1> , we can rewrite (7.3) as

M{F" = M FH 4 Bt i=0,...,(n;—1), (7.6)

where matrices M;, Mi € R(x~Dx(m—1 are tridiagonal with non-zero elements

given by
ir 1, ot _
M1(]7j_1):_1 j(5X>2’ j:2,...,(nx—1)’
o ci ot ,
M}(J7]):1+Ej(5x)27 j:].,...7(nx—1)7
i 1, ot ,
Ml(]7j+1):_1 Gy j=1,...,(ny—2)
and
i 1, ot .
MQ(j’j_l):ch((;X)z’ J=2,...,(ny—1),
o c ot ,
M;(]vj)zl_gj((sx)Qa ]:1,...,(71/)(—1),
ir 1, ot .
MQ(],j—Fl):ch(aX)z, j=1,...,(ny—2),

and vector B° € R("~D*1 compensates for the boundary conditions (7.5). The ele-
P y
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7.1. Computing the option price 7. Numerical results

ments of B* are all zeros except the last one

z. 1, ot
B (nX - ]') - §CTLX—1 <5X)2 Xmazx» (77)

which stems from the second of the boundary conditions (7.5) and equation (7.3)

with j =n, — 1.

Starting with the terminal condition (7.4) and solving the system (7.6) we can

calculate the internal points of the next time layer F' = (f,..., ;‘szl)T from the last
known time layer F'"*' = (fi*' ..., f;jl)T. The boundary points are then given by

the boundary conditions (7.5).

Having calculated the numerical approximations of f(¢, x), the fixed strike call

option price at any time can be obtained using the transform (7.1).

The left panel of Figure 7.1 shows the solution f(¢, x) of (6.48) for a fixed strike
Asian call option with parameters set to » = 0.15, 0 = 0.30, 6=0,T =1. The right
panel of the same figure shows the solution u(t, S, A) to the Asian option pricing
equation (5.22) at time ¢t = 0. This was calculated from f(¢, x) by the transform
(7.1). The fixed strike was set to K = 100. We observe that the option price rises
with increasing S and A which can be expected from the fixed strike call payoff
(Ar — K)™*.

TR
TR
R
W A
T T
LT
\\\:“\\
R
\\\\\“\\“:\\\\\“:‘\\\\

f(t.x)

@) f(t, x)- (b) u(0, 5, A).
Figure 7.1: Fixed strike call: (a) Soluiton f(t, x) of the reduced equation (6.48) and
(b) the option price Cyy = u(0, S, A) calculated by (7.1).

To verify whether the prices obtained by the numerical procedure are sensible, we
calculated Monte Carlo estimates of option prices with the same parameters and the

current stock price set to Sy = 90, 100 and 110. We used the Matlab function asianbyls
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7.1. Computing the option price 7. Numerical results

Table 7.1: Comparison of Asian option prices calculated by Monte Carlo simulations
and by the described PDE approach.

Fixed strike Floating strike
So  MC Price PDE Price MC Price PDE Price

90 4.8031 4.8096 9.6634 9.6719
100 10.2131 10.2101 10.7439 10.7465
110 17.4551 17.4606 11.7948 11.8108

with variance reduced by the antithetic variate method and we set the number of
simulations to 1 000 000. The resulting MC prices are shown in Table 7.1 together
with prices calculated by (7.1) which confirms that the fixed strike call option prices
obtained by the two methods well agree.

7.1.2 Floating strike call

For the floating strike call option the terminal condition for equation (7.3), estab-
lished in Section 6.5,

[t =max(0,1 - x;), J=0,...,(ny—1) (7.8)

is accompanied by the boundary conditions
fo =14 Xmaz, no=0,  i=0,...(n,—1), (7.9)

which can be justified by similar reasoning as (7.5) in Section 7.1.1 using the floating

strike call with the payoff (Sr — A7) ™.

The vector form (7.6) of the numerical scheme still applies with the same M| and
M but the vector B, corresponding to the boundary conditions, differs. Instead
of (7.7), we define B € R("x~U*1 ag a vector consisting of all zeros except the first

element which is given as

.ot
T (14 Xomaa) » (7.10)

obtained from the boundary conditions (7.9) and equation (7.3) with j = 1.

With these adjustments, the procedure described in Section 7.1.1 can be used to

find the price of a floating strike call.
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7.2. Solving the MSHE equation 7. Numerical results

Figure 7.2 shows the solution f(t, x) of (6.48) for a floating strike Asian call option
and solution u(t, S, A) of (5.22) at time ¢t = 0. The same parameters r = 0.15, 0 = 0.30,
6 = 0, T = 1 were used as in Figure 7.1 in case of the fixed strike call. We observe that
the option price u(t, S, A), shown in panel (b) of Figure 7.2, rises with increasing S

and decreasing A which is consistent with the floating strike call payoff (S — Ar)*.

@ f(t,x) (b) u(0, 5, A).

Figure 7.2: Floating strike call: (a) Soluiton f(¢, x) of the reduced equation (6.48) and
(b) the option price Cy = u(0, S, A) calculated by (7.1).

Once again, we confronted the prices found by the numerical procedure to Monte
Carlo estimated prices of floating strike Asian call options. The same settings were
used for the Matlab function asianbyls as in Section 7.1.1 with 1 000 000 simulations
resulting with prices shown in Table 7.1. These can be compared to prices calculated
by solving (7.6) and using the transform (7.1). The floating strike call prices also

agree with the MC estimates.

7.2 Solving the MSHE equation

Having found a numerical solution f(t,x) to the reduced option price equation
(6.48), which was independent of g(t, x), we can approach to solving the other equa-

tion of our interest (6.49)

2 1
4( fe(t,x) ) + ge(t, x) +blgy(t, x) + =g (t, x) =0
2

which characterizes the mean squared hedging error. We use the same discretiza-
tions ¢; and x; as in the previous section for the time and spatial variable, respec-

tively. We denote by ¢ the approximation of g(t;, x;) and by b, the coefficient next
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7.2. Solving the MSHE equation 7. Numerical results

to g, in (6.49), i.e. the drift of y under P* defined in (6.42), as

b= bX(ti, x;) = (r — 6 — pu) 1— e 00 (7.11)
[— e ti) i) = (r— - i S : :
! o A (r—0)T

Furthermore, we use again ¢, defined in (7.2) and express the Crank-Nicolson
scheme for PDE (6.49)

_lﬁ __bl i 1_|_C_; ot 1_15_ _;_|_bi i
16x \ox i1 2 (6x)2) % 4oy \oy i) Tin

16t C}+1 i+1 i+1 C}—i_l ot i+1
= 10y (W—bj 9;51 + I_TW 9; (7.12)

1ot (M 4, 2
U bz—i—l z+1 — (FL )2
+ 4 X ( 5X + ) g]+1 5t (f] f])
fori=0,...,(ny —1)and j =1,...,(n, — 1). The zero terminal condition
g = G=0,... (ny—1) (7.13)

is accompanied by zero boundary conditions
gs =0, 9, =0, i=0,...,(n,—1). (7.14)
System (7.12) can be written in vector notation
MiGH = MG 4 7 i=0,...,(ny— 1), (7.15)

where matrices Mi M} € R(x~Dx(x=1 are tridiagonal with non-zero elements

given by
o 16t (¢ .
M3(jaj - 1) = _Z& <$ _bj) ) J= 27 7(nx - 1)7
: s ot
M(] j) 1+§j(5x)2a ]:17 7(nX_1)7
. 16t (¢ .
MG+ ) =15 (5 +8). =1 —2)
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7.2. Solving the MSHE equation 7. Numerical results

and
Mi(j,j—l):ig—t(%—b;) F=2,...,(ny—1),
Mi(j,7) = —%3'5(:)2 J=1...(ny—1),
Mj(j,j+1):i§_t(6;+b’> j=1...,(ny—2)

and C' € R™~1D*1 js a vector containing the numerical approximation of the term

containing time derivative of f in (6.48)

4

ﬁ(f;“ — % d=1 (- 1), (7.16)

C'(y) =

Starting from the terminal condition (7.13) and solving the system (7.15) one can
calculate the internal points of the next time layer G* = (gi, e g;z_l)T from the last
known time layer G*t1 = (gi*!, ... gi*1 ). The boundary points are then given by

the boundary conditions (7.14).

0.01

200

@) g(t, x). (b) v(0, 5, A).

Figure 7.3: Fixed strike call: (a) Soluiton g(¢, x) of the reduced equation (6.49) and
(b) function v(0, S, A) describing the MSHE.

Left panels of Figures 7.3 and 7.4 show for the fixed strike call and floating strike
call, respectively, the solution ¢(¢, x) of (6.49), the reduced version of (6.30). The
same parametrization was used as in Figures 7.1 and 7.2, i.e. r = 0.15, 0 = 0.30,
5 =0, T = 1. In addition, the drift of the stock price was set to ;¢ = 0.2 and the fixed
strike was set to X' = 100. The right panels of the same figures show v(t, S, A), the
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7.3. Mean squared hedging error approximation 7. Numerical results

solutions of (6.30), at time ¢ = 0 which were calculated from ¢(¢, x) by the transform

o2 S A — K 1 - _(T_S)T
v(0,5,A) = S§2M+ )Tg (076_(r_5)T ¢ ) )

+ X
S (r—290)T

0.03

i
0
il

0.02

g(t,x)

0.01

200

50
X A

@) g(t, x). (b) v(0, 5, A).

Figure 7.4: Floating strike call: (a) Soluiton ¢(¢, x) of the reduced equation (6.49) and
(b) function v(0, S, A) describing the MSHE.

7.3 Mean squared hedging error approximation

In this section we verify for an Asian option the mean squared hedging error ap-

proximation (6.28)

At At <2u+02)T

T
=2 [ / SN (1, St,At)dt} =55 000 017)
0

by comparing it to the actual MSHE

- . 9
8721 =F (/ Ug(t, St, At) —us (9(t>, S@(t); A@(t))] dSt) ]
o L

n

_B (Z _ /t:kl (ug(t, St,At)—uS(tk1,St“,At“)>dSt])2 . (718)

k=1 -

Recall that At = t;,—t,_; = T'/n so both (7.17) and (7.18) depend on n and we denote

this dependence by the subscript in €2 and 2.

The actual MSHE ¢2 is found by 50 000 simulations of the stock price S; and

subsequent use of the numerical approximation of f(¢,x) to calculate the option
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7.3. Mean squared hedging error approximation 7. Numerical results

delta as
A_

(60

us(t, Si, A) = e T f(t,x) — e 7T

at 10 001 different times 7; ranging from 0 to 7" = 1. These values of delta are in turn

used to numerically approximate the integrals in (7.18) as

173
/ (US(tastaAt> - uS(tkflaStkfﬂAtkfl))dSt

tp—1

nE—1
~ Z <uS(Ti7 ST»;) Aﬂ) —Ug (tk717 Stk,17Atk,1)) (ST»L'+1 - ST,L)
=0

wheret;,_1 =17 <71 < <7y, =t

Figures 7.5 and 7.6 show, respectively, for the fixed strike and floating strike call
the development of the MSHE approximation e (7.17) together with the simulated
MSHE &2 (7.18) as the number of trading times n increases. We considered n = 10,
20, 50 and 100. The same parametrization r» = 0.15, o = 0.30, 5 =0,T = 1 was used
as in previous sections and we considered three different values for the initial stock
price Sp: 90, 100 and 110. The first rows of Figures 7.5 and 7.6 (panels (a), (b) and (c))
show that the mean squared hedging error tends to zero as trading becomes more
frequent and also that the approximate MSHE ¢? agrees with the simulated MSHE
e2 for both the fixed and floating strike call.

Panels (d) of Figures 7.5 and 7.6 show the development of the absolute difference
between the approximate and simulated MSHE, i.e. |¢2 — ¢2|, as n increases. Panels

(e) of the same figures show the development of relative differences

2

2
€n — €En

&

The absolute differences of ¢2 and e? get close to zero with more frequent rebal-
ancing and the relative differences get to around 5% for all cases except the in-the-
money fixed strike call with Sy = 110 where the difference is 20.5%. However, the
difference does have a decreasing tendency as can be seen in panels (c) and (e) of

Figure 7.5.
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Figure 7.5: Fixed strike call: Top row
creasing number of trading times and

Number of rebalancing times n

(e) ‘5% — e,%} /2.

shows the development of £2 and ¢? for in-
different Sy. Bottom row shows the (d) abso-

lute and (e) relative differences between the simulated and approximate MSHE.
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Figure 7.6: Floating strike call: Top row shows the development of €2 and e? for

increasing number of trading times a

nd different S;. Bottom row shows the (d)

absolute and (e) relative differences between the simulated and approximate MSHE.
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Chapter 8

Conclusion of Part 11

In Part II of this thesis we dealt with quadratic hedging, focusing on the mean
squared hedging error of a discretely implemented delta hedging strategy for arith-

metic Asian options.

In Chapter 5 we introduced basic concepts from tie field of option pricing to
the reader. We used plain European options to explain the derivation of the Black-
Scholes partial differential equation for the option price, using a self-financing repli-
cating portfolio. Then we introduced Asian options and derived a PDE for their
price which has an additional dimension compared to the European option price

PDE. The dimension was then later reduced in Section 6.5 in line with [54].

Chapter 6 focused on quadratic hedging. After giving a brief overview of rel-
evant results from literature and establishing the presence of hedging errors in an
incomplete market, we moved our attention to the mean squared hedging error of
discretely implemented delta hedging strategies. In Section 6.3 we heuristically de-
rived the approximation (6.12) of the MSHE of a discretely implemented strategy
in a more general setting than the ones used in literature. In the following section
we applied this approximation to discrete delta hedging of Asian options and we
derived the PDE (6.30) for function v describing the MSHE based on our approx-
imation (6.12). In Section 6.5 we reduced the dimension of PDE (6.30), recovering
the reduced equation for the Asian option price of [54] in the process. We explained
how the MSHE approximation (6.12) can be evaluated using the solution ¢ of the
reduced MSHE equation (6.49).
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8. Conclusion of Part II

In Chapter 7 we described numerical methods used and we presented results. In
Section 7.1 we solved PDE (6.48) for the price of a fixed and floating strike Asian
call option. We then used this solution in the following section in solving PDE (6.49)
describing the MSHE. Finally, in Section 7.3 we verified the MSHE approximation
(6.12), evaluated by means of the PDE solutions from previous sections, by compar-
ing it to simulated actual MSHE and found that the approximation fits reasonably

well with the actual mean squared hedging error.

An obvious extension of the research presented in Part II of this thesis is proving
rigorously that the MSHE approximation (6.12), heuristically derived in Section 6.3,
indeed holds. Another possible extension would be studying hedging errors for
Asian options under generalized Brownian motion or in Lévy models. This could
be motivated by the findings of [11] where the authors show that in case of European
options in a Lévy model the mean squared hedging error is related to the MSHE of
a discretely implemented strategy in the Black-Scholes model.
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Conclusion

In this dissertation thesis we examined two applications of optimization in financial
mathematics. Part I, consisting of Chapters 2-4 dealt with optimal liquidation or
optimal trade execution when the selling price is adversely affected by the current
liquidation rate. Our formulation differs from most of optimal liquidation literature
in giving the pressure to liquidate endogenously and using a stochastic time horizon
which is determined as a part of the optimal strategy. The endogenous pressure
to liquidate in our model may be due to several reasons including the asset price
falling on average or time discounting. We found that liquidation in presence of
a temporary price impact inevitably leads to an implementation shortfall and this
shortfall is consistent with the square root law, known from empirical studies, which
says that the resulting relative implementation shortfall is proportional to the square

root of the initial size of the inventory.

We presented the optimal liquidation problem in Chapter 2 where we also
showed that it leads to a severely singular ordinary differential equation. In the
same chapter we described a procedure which transforms the original problem IVP,
by adding the boundary condition «'(co) = 0, truncating the spatial interval to [0, L]
and introducing a time variable to solving the boundary value problem BVPY}, ;.
The solutions of BVP}, , are shown to be unique and converging to the solutions
of IVP,. This knowledge was then used in Chapter 3 to solve the optimal liquida-
tion numerically. The findings of Part I were in more detail concluded in Chapter
4 where we also mention possible ideas of future research in the field of optimal

liquidation.

Part II, consisting of Chapters 5-8 dealt with quadratic hedging. In particular,
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Conclusion

we focused on approximating the mean squared hedging error of a discretely im-
plemented delta hedging strategy for arithmetic Asian options. In Chapter 5 we
introduced options and we showed a derivation of a partial differential equation for

the price of an Asian option.

In Chapter 6 we heuristically derived the approximation (6.12) of the mean squared
hedging error of a discretely implemented hedging strategy. This approximation
agrees with the MSHE approximation found in [22] and [57] for a discretely applied
delta hedging strategy in case of a European option in the Black-Scholes setting. We
then applied the MSHE approximation (6.12) to the case of a discretely implemented
delta hedging strategy for an arithmetic Asian option and we proposed that the ap-
proximation can be evaluated by solving the system of partial differential equations
(6.48), (6.49). In Chapter 7 we solved system system (6.48), (6.49) numerically, solv-
ing first (6.48) which describes the option price and which is independent of the
other PDE. Subsequently, we used the solution f of (6.48) to solve (6.49). Finally, we
used the solution ¢ of (6.49) to evaluate the MSHE approximation (6.12) which we
verified by comparing it to simulated actual MSHE. A more detailed conclusion of
the results of Part Il was made in Chapter 8 where we also suggested possible future

extensions of the research of Asian option hedging.
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Appendix

A Dimension reduction for the Asian option PDE

In Section 5.5 we derived the partial differential equation (5.22)
1 159
ut+r5us+TSuA+§0 S“ugg —ru =0

for the price of an arithmetic average Asian option which is a function u(t, S;, A;) of
time ¢, the current stock price S; and the average stock price A;. In this appendix we
survey four different dimension reductions used in literature. We present them in
the order they appeared and we use the same notation y for the reduced variable,
which replaces the original variables S and A, and f(¢, x:) for the reduced function
which replaces the original u(¢, S, A¢). The definitions of y and f(¢, x) differ for each

of the dimension reductions.

A.1 Reduction by Ingersoll

Ingersoll [26] reduces the dimension of the PDE (5.22) in case of a floating strike
option. He uses the self-similarity of the payoff

N Sr N St
h(Sp,Ar) = (St —Ar)" =Ar(——1) =Arh(—,1],
AT AT

introduces a new variable x; = S;/A, and expresses the option price as
u(t, Se, Ae) = Aef (L, xe), (A1)
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where f(t,x) is a function of only two variables. The partial derivatives of

u(t, S, A) can be expressed as

w(t, S, A) = Afy(t, x)

us(t, 5, A) = Afy(t. )~ = filtv)

A
1
uSS(ta Sa A) = ZfXX(t7 X)

ualt:5,) = F00 + AR (00 (=52 ) = £00 = XAt

which, when substituted into equation (5.22), reduce the PDE to

e (= ) ot g = (r= ) =0 (A2)

and the terminal condition (6.27) becomes f(T, xr) = (xr — 1)*. In addition, there
are the boundary conditions f(¢,0) = 0, lim, . f, (¢, x) = 1.

A.2 Reduction by Rogers and Shi

Rogers and Shi [45] propose a dimension reduction which works for both fixed and
floating strike Asian options, unlike the previously mentioned method by Ingersoll.

Instead of the average price process 4; = 7. fot S;dt, they work with a shifted variable

1 t
0

where K is the strike price in case of a fixed strike option. In case of a floating strike

option it is defined as K = 0 so I coincides with A.

Under the the risk-neutral measure the dynamics of the variables are

dS = rSdt + oSdW,

1
I = =5dt.
d TSdt

The option price C; at time ¢ can be calculated as the discounted expected value
under the risk-neutral probability of the option payoff. For a fixed strike call option
this is

Cy = e "TVEI]). (A.4)
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A new variable x; = I;/S; is introduced and its dynamics read

vedl YL ﬂ_ﬁ_ﬂd_s+d_52
X=MNs)"s\T 97 T3 S

_dl_ dS_dIdS (@)

s X5 §s S
. X(dﬁ(S) - a2dt) (A.5)
= . .

Then the measure is changed to P* defined by dP*/dP = Zy/Z, with
Zt == €T(T_t)St (A6)

being the forward price of the stock.

Under the new measure P* the option pricing formula (A.4) becomes

I+
Ct = €_T(T_t)Et [[%r] = e_r(T_t) ZtEt. |:Z—T
T

] =SB} [x7] (A7)

+
where we used that Zr = S; and % = <é—;> . We need the P*-dynamics of x to

evaluate the expectation in (A.7). Lemma 1.14 yields the P*-drift of £(.5)

pES) _ pE(S) % L BES) 4 L) ey 2 (A.8)

and this combined with (A.5) allows us to express the drift and volatility of y under

measure P°

In other words, the dynamics of x can be written as

1
dx = (T — rx) dt + oxdW;,

where W is a standard Brownian motion under P*. Thus, x is Markov, the condi-
tional expectation in (A.7) can be written as a function f(¢,x) = E; [Xﬂ and it is a

P*-martingale.
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Using Itd’s lemma, we express

(00 = (o Bify o+ e ) e VR W

2
_ ( £+ (% _ rx) fot %XQ fxx) dt + ox f dWy. (A.9)

The martingale property of f yields the PDE
1 o?
ft+ f—’l“X fX—F?X fXX:O (AlO)
and from (A.7) the terminal condition f (T, x) = x™.

In case of a floating strike option, equation (A.4) is replaced by
Cy = e "TVE[(Sr — Ir)7],
which leads to the same PDE (A.10) for f(t, x), defined as f(t,x) = E; [(1 — x7)7],

but with a different terminal condition f(T,x) = (1 — x)*.

Note that the reduced PDE (A.10) of Rogers and Shi can also be derived from the
original PDE for an arithmetic Asian option (5.22) by use of the scaling

A — K
u(t, Sy, Ar) = Sef(t, x¢), Xt = tS .
t

A.3 Reduction by Vecet (2001)

Vecet (2001) [53] uses a different dimension reduction than Rogers and Shi which
also works for both floating and fixed strike options and can also be applied to
discretely sampled Asian options. In comparison to the approach of Rogers and

Shi, Vecet’s equation is well-behaved also for low volatilities and short maturities.

Instead of variable [;, defined in (A.3)as [; = —K + % fg S, du, Vecer uses variable

J; defined by (A.11) below. He expresses

t dt t
d <Tst) = St? + Tdsta
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which yields

I I
— du=Sr — — ds. .
T/OSuu St T/OuSu

1 t
0

He then defines

so that Jr = I and the differential of .J is

t

The reduced variable is x; = J;/S; so one has

av—dal2) =94 _ 45 _dJdsS sy’
X=WNe) 79 " Xg g5 "X\ s

() (o) (8)

:O—T—X)@a$—£ﬁ> (A.12)

Then the same change of numéraire/change of measure as in the approach of
Rogers and Shi is used with dP*/dP = Zy/Z, and Z; given by (A.6). Since the same
change of measure is used, the P*-drift of £(S) is again given by (A.8) and from
(A.12) the drift and volatility of x under P* are

bfz(l—f—x)'r(b,()—02):<1—T—X>r

(A.13)

The fixed strike Asian option price is again expressed by means of a conditional

expectation of a deterministic function of the Markov process x

J+t
Co=e T OE ] =T ZE? {Z—T
T

}:&@hﬂ. (A14)

The conditional expectation is a martingale under the new measure and it can be

written as a function of ¢ and x,, f(t, x) = Ef [x7]. Itd’s lemma reads

df (t,x) = <ft + b3 fx + %Cz(fxx) dt + \/ngth'
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which, combined with the zero drift condition and substituting for bY and ¢} from
(A.13), yields the PDE

ft—l-?“(l—%—X)fx"‘g(l_%_X) fix = 0. (A.15)

From (A.14) the terminal condition is again f(7’, x) = x*.

The reduced equation (A.15) can also be derived from the original PDE for an

arithmetic Asian option (5.22) by use of the scaling

A — K t
u(t7 St7At) - Stf(t, Xt)7 Xt = tSt + 1 — T
In case of a floating strike option the scaling
t A
u(ta St7 At) = Stf(t, Xt>7 Xt = T — §:
yields the reduced equation
2
t 1 ,[t
ft‘f‘T(T_X)fx‘f‘EU (T—X) fXXZO (A.16)

with the same terminal condition

1 1 L (T AN\ L
FTN) = gulT S ) = 5 (5= 40 = (7 51) ="

Note that the reduced equations (A.15), (A.16) for the fixed and floating strike,

respectively, have the same form

fok g =) i+ 0% (@ =0 Fr =0, (A17)

where ¢, represents the position in the underlying stock at time ¢ in the option-on-a-
traded-account interpretation of Vecef [53]. In particular, the stock position in case

of fixed strike is given by ¢; = 1 — % and in case of floating strike it is ¢; = +.

Alternatively, the floating strike option price can also be found by solving the
same PDE (A.15) as for the fixed strike option but the terminal condition changes

to f(T,x) = (1 — x)*. This follows directly from our derivation of the PDE (A.15)
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where the payoff in (A.14) needs to be changed to
Cy = e " TIE[(Sy — Jr)t] = S,Ep [(1 — x7) ]
for the floating strike option. It is readily seen that PDE (A.15)
t e t ?
ft‘{'r(l_f_X) f;ﬂr?(l—f—x) fx=0
fTx) =1 -=x)"

and PDE (A.16)

2
ft+r(%—x)fx+%02 (%‘X) foe =0

describe the same function with the simple change of variable y = 1 — x.

A.4 Reduction by Vecet (2002)

A year after having published [53] with the previous dimension reduction, Vecef
(2002) [54] proposed a different reduction which leads to a driftless variable y and

produces a simpler PDE containing only two terms.

A new variable J, is defined by means of I;, which was defined in (A.3), as

1 T
Jt = Et [[T] = Et |i—K + _/ Sudu:|
T 0

1 [t e Lt
:Et[—K—FT/OSuCZU-i-?/t Sudu}zjt"‘Et[T/t Sudu]'

For u > t, the expectation of the stock price is £;[S,] = e’ (=1 S, 50 we obtain

1 . T er(T—t)
Jt = -[t + fSte_r [ e"du = -[t + St’[“—T
The dynamics of J read
er‘(Tft) -1 67“(T775) -1
dJy =dl; + ———dS; — Syd | ——
Ji t ¥ rT St = 5 < rT )
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1 67"(Tft) -1 er(Tft) er(Tft) -1

The same change of measure is used again with dP*/dP = Zy/Z, and Z; given

by (A.6). A new variable x is defined as

_ el 10

Xt—Z— St T

Using the differential of the change of measure density
Az, = e"T0dS, — rZydt

we express the dynamics of x

iy —dalL\ =4 4z _dJdZ z\”
X=UWN7) "7 XNz 77 X\

(1= s 1—e "0 s .\
- r N)\s ) T\ ) \s T

1— —r(T—t)
- (e— X (dE(S) —rdt — a2dt>, (A.18)

where we used (% — rdt)* = (%)* = 6%dt in the last step.
The P*-drift of £(S) is again given by (A.8) and from (A.18) the drift and volatility

of xy under P* are

1— —r(T—t)
b = (—6 - x) (b5 —r =) =0,

rT
R (A.19)
va- (=0 )a
()

Note that y is a P*-martingale by construction so b¥ = 0 only confirms this.

We again arrived at the option price being expressed as a conditional expectation

of a deterministic function of a Markov process
Cy = SiE} [x7] - (A.20)

This expectation is a P*-martingale and it can be written as f(¢, x) = E; [x5| which
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yields
1
ft + bicfx + §Cz<fxx = 0.

Substituting for b¥ and c¥ from (A.19) we obtain the PDE

o2 [1— e—T(T—t) 2
Ji+ 5 (—T’T - X) S =0, (A.21)

which has the simplest form out of all the reduced equations presented because of

the eliminated drift of the reduced variable x. The terminal condition is again given
by f(T,x) = x™.

The reduced PDE (A.21) can also be derived from the original PDE for an arith-
metic Asian option (5.22) by use of the scaling

rren A — K n 1— efr(Tft)'

u(t, Sy, Ar) = Sif(t, xu), Xt =¢€ S, rT

In case of a floating strike call the price can be calculated by solving the same
PDE (A.21) but the terminal condition changes to f(7', x) = (1 — x)* to describe the
floating strike payoff.
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